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#### Abstract

A study is carried out of the vacuum polarization in a strong Coulomb field. Radiative corrections are neglected. A perturbation calculation is avoided by making use of the explicit solutions of the Dirac equation in a Coulomb field. The Laplace transform of the polarization charge density times $r^{2}$ is found and used as a basis for further study. It is proved to be an analytic function of the strength of the inducing charge. It is verified that the first-order term in a power series expansion in the strength of the inducing charge just corresponds to the Uehling potential. The third-order term is studied in some detail. The leading term in the polarization potential close to the inducing charge and the space integral of the induced potential divided by $r$ are found to all orders in the strength of the inducing charge. Ambiguities are handled by a method corresponding to regularization.

Some experimental applications are considered. The corrections to the Uehling term in these cases are found to be small.


## I. INTRODUCTION

RECENT measurements of energy level differences in mu-mesonic atoms have raised the question as to whether quantum electrodynamical corrections to these level separations are of observable magnitude. ${ }^{1-6}$ It is expected that the main quantum electrodynamical effect on the levels in mu-mesonic atoms would be the effect of vacuum polarization, arising from the coupling of the electron-positron field to the Coulomb field of the nucleus. ${ }^{3}$

Likewise quantum electrodynamical corrections to the x-ray fine structure separations in heavy elements may be of observable magnitude. In this latter case, vacuum polarization can be expected to be important, although it is not the only quantum electrodynamical effect expected to play a role..$^{7,8}$

The phenomenon of vacuum polarization in an external field, to first order in a power series expansion in the strength of the inducing field, has been discussed previously ${ }^{9,10}$ Furthermore, in the case of a constant external field, it has been discussed to all orders in the strength of the inducing field. ${ }^{11,12}$ For the case in which

[^0]the inducing charge is a point charge, the first-order potential will be referred to as the Uehling potential. It is well known that it gives rise to a measurable contribution to the Lamb shift in hydrogen. The effect of the Uehling potential on the x-ray fine structure separation and on the levels in mu-mesonic atoms has also been considered. ${ }^{2,3,5,6,8}$ It may here be remarked that the Uehling potential falls off exponentially at large distances from the inducing charge, and behaves as $(\ln r) / r$ at small distances.
The Uehling potential is the leading term in a perturbation expansion in which $\alpha Z$ is treated as a small expansion parameter. ( $\alpha$ is the fine structure constant, and $Z$ is the magnitude of the inducing charge, in units of the elementary charge.) The use of the first-order term only when considering the effects of vacuum polarization on hydrogen levels can thus be expected to be a very good approximation. This may not be the case when one considers mu-mesonic atoms or x-ray fine structure in heavy elements, since $\alpha Z$ is then of order unity. It is thus of interest to consider higher order effects.
With this in mind, we have undertaken a study of the vacuum polarization in a strong Coulomb field. We avoid a perturbation expansion by making use of the explicit solutions of the Dirac equation in a Coulomb field. Radiative corrections are neglected.
We first consider the general expression for the induced charge density and we show how the sum over states representing the charge density may be broken up into partial sums referring to different angular momenta. We next show how these partial sums may be expressed in terms of a contour integral of the Green's functions of the radial Dirac equations. The Green's functions are explicitly constructed, and their relevant properties discussed. Some further discussion is given in Appendix I.

The Laplace transform of the polarization charge density times $r^{2}$ is found and discussed. The expression is regulated and renormalized, and shown (in Appendix II), to be an analytic function of $\alpha Z$ inside the circle


Fig. 1. Feynman diagram for the polarization potential using a Coulomb field interaction representation.
$|\alpha Z|=1$. The first-order term is extracted and shown to correspond to the Uehling term. The third-order term is discussed in some detail, and likewise the behavior of the polarization potential close to the origin is discussed. Except for the Uehling term, the charge renormalization turns out to be finite up to $\alpha Z=1$.
Higher-than-first-order vacuum polarization effects on the energy levels of mu-mesonic atoms are considered and found to be small.
We also study vacuum polarization effects on the x-ray fine structure separation, arising from the firstand third-order terms.
The contribution to the Lamb shift in hydrogen from third-order vacuum polarization is found to be negligible.

In Appendix III, the asymptotic behavior of the polarization potential is discussed briefly from the standpoint of the Euler-Heisenberg Hamiltonian.

In Appendix IV, some summation formulas are derived.

## II. EXPRESSION OF THE POLARIZATION CHARGE DENSITY AS A SUM OF CONTRIBUTIONS FROM DIFFERENT ANGULAR MOMENTUM STATES

We are interested in the vacuum expectation value of the current operator;

$$
\begin{equation*}
j_{\mu}=\frac{1}{2} e\left(\mathrm{vac}\left|\bar{\psi}_{\mu} \psi-\psi \tilde{\gamma}_{\mu} \bar{\psi}\right| \mathrm{vac}\right\rangle, \tag{1}
\end{equation*}
$$

where $-e$ is the charge of the electron, in the presence of a Coulomb field arising from a point charge of magnitude $e Z$ located at the origin $\mathbf{r}=0$.

Only the timelike component of (1) is different from zero, and we may thus write the induced charge density;

$$
\begin{align*}
& \rho(\mathbf{r})=\frac{1}{2} e \sum_{(+)} \operatorname{trace}\left(\psi(\mathbf{r}) \psi^{*}(\mathbf{r})\right), \\
&-\frac{1}{2} e \sum_{(-)} \operatorname{trace}\left(\psi(\mathbf{r}) \psi^{*}(\mathbf{r})\right), \tag{2}
\end{align*}
$$

where $\psi(\mathbf{r})$ is the solution to the time-independent Dirac equation in a Coulomb field, and ( + ) indicates a sum over all positive energy states ( $=$ electron states), and ( - ) indicates a sum over all negative energy states (= positron states), as defined by the Coulomb field.

This charge density gives rise to an electrostatic potential, $V_{P}(\mathbf{r})$, which may be represented by the Feynman diagram in Fig. 1, using an interaction repre-
sentation based on the solutions to the Dirac equation in the Coulomb field.

The sum (2) is divergent as it stands. In the course of our study we shall try to give a more proper definition and to separate the physically meaningful quantities from meaningless infinities.

We study the Dirac equation in the Coulomb field, and consider simultaneous eigenstates to $K, J_{z}$ and the Hamiltonian. ${ }^{13} K$ has all nonzero integers as eigenvalues, and $J_{z}$ has the eigenvalues;

$$
\begin{equation*}
m=-|k|+\frac{1}{2} ;-|k|+\frac{3}{2} ; \cdots ;|k|-\frac{1}{2} \tag{3}
\end{equation*}
$$

We are then led to radial equations which we write in the form
where

$$
\begin{gather*}
\left(\mathscr{D}_{x}+z\right)[w(x)]=0,  \tag{4}\\
\left(\mathscr{D}_{x}\right)=\left[\begin{array}{lll}
\frac{\gamma}{x}+1 ; & -\frac{d}{d x} & - \\
\frac{d}{x} \\
\frac{d}{d x}-\frac{k}{x} ; & \frac{\gamma}{x}-1
\end{array}\right], \\
{[w(x)]=\left[w_{1}(x) ; w_{2}(x)\right]} \\
\gamma=\alpha Z=e^{2} Z / 4 \pi \epsilon_{0} \hbar c \\
x=r\left(m_{0} c / \hbar\right) \\
z=E / m_{0} c^{2}
\end{gather*}
$$

( $E$ is here the energy).
The complete solutions can be written in terms of the radial eigenfunctions, and spherical harmonics as
$\psi_{1}(k m ; \mathbf{r})=-\frac{i}{x} \frac{k}{|k|} w_{1}(x)\left[\frac{k+m-\frac{1}{2}}{2 k-1}\right]^{\frac{1}{2}} Y_{\left|k-\frac{1}{2}\right|-\frac{1}{2}}{ }^{m-\frac{1}{2}}(\theta ; \varphi)$,
$\psi_{2}(k m ; \mathbf{r})=-\frac{i}{x} w_{1}(x)\left[\frac{k-m-\frac{1}{2}}{2 k-1}\right]^{\frac{1}{2}} Y_{\left|k-\frac{1}{2}\right|-\frac{1}{2}}{ }^{m+\frac{1}{2}}(\theta ; \varphi)$,
$\psi_{3}(k m ; \mathbf{r})=-\frac{k}{|k| x}-w_{2}(x)\left[\frac{k-m+\frac{1}{2}}{2 k+1}\right]^{\frac{1}{2}} Y_{\left|k+\frac{1}{2}\right|-\frac{1}{2}}^{m-\frac{1}{2}}(\theta ; \varphi)$,
$\psi_{4}(k m ; \mathbf{r})=\frac{1}{x}-w_{2}(x)\left[\frac{k+m+\frac{1}{2}}{2 k+1}\right]^{\frac{1}{2}} Y_{\left|k+\frac{1}{2}\right|-\frac{-_{2}^{2}}{2}}{ }^{m \frac{1}{2}}(\theta ; \varphi)$.
The labels $k$ and $z$ are suppressed in $w_{1}$ and $w_{2}$. Using addition theorems for spherical harmonics, we find

$$
\begin{align*}
\sum_{m=-j}^{j} \operatorname{trace}( & \left.\psi(k m ; \mathbf{r}) \psi^{*}(k m ; \mathbf{r})\right) \\
& =\sum_{m=-j}^{j} \sum_{\nu=1}^{4} \psi_{\nu}^{*}(k m ; \mathbf{r}) \psi_{\nu}(k m ; \mathbf{r}) \\
& =\frac{2|k|}{4 \pi} \sum_{\nu=1}^{2} w_{\nu}(x) w_{\nu}^{*}(x), \quad\left(j=|k|-\frac{1}{2}\right) \tag{6}
\end{align*}
$$

[^1]so that
\[

$$
\begin{equation*}
\rho(\mathbf{r})=\sum_{k=1}^{\infty}\left[\rho_{k}(\mathbf{r})+\rho_{-k}(\mathbf{r})\right] \tag{7}
\end{equation*}
$$

\]

with

$$
\begin{align*}
\rho_{k}(\mathbf{r})=\frac{e}{2} \frac{2|k|}{4 \pi} & \frac{1}{r^{2}}\left(\frac{m_{0} c}{\hbar}\right) \\
& \times\left[\sum_{(+)}\left\{w_{1}(x) w_{1}^{*}(x)+w_{2}(x) w_{2}^{*}(x)\right\}\right. \\
& \left.\quad-\sum_{(-)}\left\{w_{1}(x) w_{1}^{*}(x)+w_{2}(x) w_{2}^{*}(x)\right\}\right], \tag{8}
\end{align*}
$$

where $[w(x)]$ are solutions to the radial equation (4) for a given $k$, and given $E$, and with appropriate normalization. ( + ) and ( - ) indicate respectively summations over positive and negative energy eigenstates to the radial equation. After the summation over $m$ the spherical symmetry of the induced charge density is apparent.
We shall now focus our attention on the radial equation (4) and for convenience we shall suppress the index $k$ from the solutions in the next paragraph, as we have done so far.

## III. EXPRESSION OF THE SUMMATION OVER THE RADIAL EIGENSTATES AS A CONTOUR INTEGRAL OF THE RADIAL GREEN'S FUNCTION

Let $0<\gamma<1$. The boundary conditions,
(a) $[w]$ finite at $x=0$,
(b) $[w]$ bounded at infinity,
define the eigenvalues and eigenfunctions of the radial equation (4). Let $z$ be any complex number, not an eigenvalue to (4). We may then construct a Green's function, $K$, to the radial equation in the form of a bilinear sum;

$$
\begin{equation*}
K_{\mu \nu}\left(x_{1}, x_{2} ; z\right)=\sum_{(\epsilon)} \frac{w_{\mu}\left(x_{1} ; \epsilon\right) w_{\nu}^{*}\left(x_{2} ; \epsilon\right)}{z-\epsilon} \tag{10}
\end{equation*}
$$

where the sum is over all eigenvalues $\epsilon$. This Green's function has the property (provided [w] is properly normalized);

$$
\begin{equation*}
\left(D_{x_{1}}+z\right)\left(K\left(x_{1} x_{2} ; z\right)\right)=\delta\left(x_{1}-x_{2}\right) . \tag{11}
\end{equation*}
$$



Fig. 2. Contours used in connection with the contour integral representation of the sum over the energy states.


Fig. 3. Special contours used in the discussion of the contour integral representation of the sum over the energy states.

The Green's function is an analytic function of $z$, except possibly at the location of the eigenvalues. The set of eigenvalues consists of a point set on the real $z$-axis, between 0 and 1 , and with $z=1$ as a point of accumulation, and of the half-lines

$$
\begin{equation*}
z \geqq 1 \text { and } z \leqq 1 \tag{12}
\end{equation*}
$$

Let us introduce cuts in the $z$-plane along the halflines defined by (12). It will be found that the Green's function has simple poles at the discrete eigenvalues and branch points at $z=1$ and $z=-1$, and that it is otherwise a single-valued analytic function in the cut plane.
Let us consider the contours $E(R)$ and $P(R)$ in the cut $z$-plane. (See Fig. 2.) $E(R)$ is a simple curve, starting at the point $+R+0 i$, ending at the point $+R-0 i$, which encircles all the discrete eigenvalues precisely once. $P(R)$ is a simple curve, starting at the point $-R-0 i$, ending at the point $-R+0 i$, which encircles none of the discrete eigenvalues.

After the introductory remarks on the Green's function as defined by (10), it is apparent that the sum over states in (8) that we are interested in can be represented by:

$$
\begin{align*}
& \sum_{(+) R^{\prime}}\left\{w_{1}(x) w_{1}^{*}(x)+w_{2}(x) w_{2}^{*}(x)\right\} \\
& \quad-\sum_{(-) R}\left\{w_{1}(x) w_{1}^{*}(x)+w_{2}(x) w_{2}^{*}(x)\right\} \\
& =\frac{1}{2 \pi i} \int_{F\left(R^{\prime}\right)} d z \operatorname{trace}(K(x, x ; z)) \\
& \quad-\frac{1}{2 \pi i} \int_{P(R)} d z \operatorname{trace}(K(x, x ; z)) \tag{13}
\end{align*}
$$

in the limit $R^{\prime}, R \rightarrow \infty$. This limit will exist only after some regularization process has been performed.

In view of the analyticity of the Green's function, we may deform the contours $E\left(R^{\prime}\right)$ and $P(R)$. In particular, we consider the contours $C_{1}(R), C_{2}(R), C_{3}(R), C_{4}(R)$, $I(R), L_{1}\left(R ; R^{\prime}\right)$ and $L_{2}\left(R ; R^{\prime}\right)$ shown in Fig. 3.

Thus

$$
\begin{align*}
\int_{E\left(R^{\prime}\right)} d z \cdot K= & -\int_{I(R)} d z \cdot K-\int_{C_{1}(R)} d z \cdot K-\int_{C_{4}(R)} d z \cdot K \\
& -\int_{L_{1}\left(R ; R^{\prime}\right)} d z \cdot K-\int_{L_{2}\left(R ; R^{\prime}\right)} d z \cdot K,  \tag{14}\\
\int_{P(R)} d z \cdot K= & \int_{I(R)} d z \cdot K+\int_{C_{2}(R)} d z \cdot K+\int_{C_{3}(R)} d z \cdot K .
\end{align*}
$$

This is a convenient set of contours, since it will turn out that the physically meaningful contribution will appear as an integral along the contour $I(R)$, while the ambiguities are connected with the other contours. Upon regularization of the expression for the charge density, and passing to the limit $R \rightarrow \infty$ and $R^{\prime} \rightarrow \infty$, only the integral along the imaginary $z$-axis will contribute.

The utility of (13) is a consequence of the fact that there exists an alternative expression for the Green's function in terms of the regular and irregular solutions to (4) for $z$ not an eigenvalue, so that the summation over states in (10) can be avoided. Thus: For $z$ not an eigenvalue, we construct two linearly independent solutions $\left[w^{(1)}(x ; z)\right]$ and $\left[w^{(2)}(x ; z)\right]$ to (4), by requiring that $\left[w^{(1)}\right]$ be finite at the origin and $\left[w^{(2)}\right]$ bounded at infinity. Let
$K(z)=w_{2}{ }^{(1)}(x ; z) w_{1}{ }^{(2)}(x ; z)-w_{1}{ }^{(1)}(x ; z) w_{2}{ }^{(2)}(x ; z) ;$
then

$$
\begin{equation*}
(\partial / \partial x) K(z) \equiv 0 \tag{16}
\end{equation*}
$$

and $K(z) \neq 0$, if $z$ is not an eigenvalue. Let

$$
\theta(x)= \begin{cases}+1 & \text { if } x>0 \\ +\frac{1}{2} & \text { if } x=0 \\ 0 & \text { if } x<0\end{cases}
$$

Let

$$
\begin{align*}
\left(K\left(x_{1}, x_{2} ; z\right)\right)= & \frac{\theta\left(x_{2}-x_{1}\right)}{K(z)} \cdot\left(\begin{array}{ll}
w_{1}^{(1)}\left(x_{1} ; z\right) w_{1}^{(2)}\left(x_{2} ; z\right) ; & w_{1}^{(1)}\left(x_{1} ; z\right) w_{2}^{(2)}\left(x_{2} ; z\right) \\
w_{2}^{(1)}\left(x_{1} ; z\right) w_{1}^{(2)}\left(x_{2} ; z\right) ; & w_{2}^{(1)}\left(x_{1} ; z\right) w_{2}^{(2)}\left(x_{2} ; z\right)
\end{array}\right) \\
& +\frac{\theta\left(x_{1}-x_{2}\right)}{K(z)} \cdot\left(\begin{array}{ll}
w_{1}^{(2)}\left(x_{1} ; z\right) w_{1}^{(1)}\left(x_{2} ; z\right) ; & w_{1}^{(2)}\left(x_{1} ; z\right) w_{2}^{(1)}\left(x_{2} ; z\right) \\
w_{2}^{(2)}\left(x_{1} ; z\right) w_{1}^{(1)}\left(x_{2} ; z\right) ; & w_{2}^{(2)}\left(x_{1} ; z\right) w_{2}^{(1)}\left(x_{2} ; z\right)
\end{array}\right) . \tag{17}
\end{align*}
$$

The diagonal elements of $K$ are continuous functions of $x_{1}$ and $x_{2}$; the nondiagonal elements have a finite step-discontinuity at $x_{1}=x_{2}$. It is apparent that

$$
\begin{equation*}
\left(D_{x_{1}}+z\right) \cdot\left(K\left(x_{1}, x_{2} ; z\right)\right)=\delta\left(x_{1}-x_{2}\right) \tag{18}
\end{equation*}
$$

so that we have indeed found another expression for the Green's function. This construction is very similar in principle to the construction of a Green's function for an ordinary second order linear differential equation. ${ }^{14}$

The solutions $\left[w^{(1)}\right]$ and $\left[w^{(2)}\right]$ can be expressed in terms of the functions defined below. We define single valued functions in the cut plane:

$$
\begin{align*}
& (z+1)^{\frac{1}{2}} \text { by }(z+1)^{\frac{1}{2}} z=0 \\
& (z-1)^{\frac{1}{2}} \text { by }(z-1)^{\frac{2}{z} z=0}=i ;  \tag{19}\\
& \left(z^{2}-1\right)^{\frac{1}{2}}=(z+1)^{\frac{1}{2}}(z-1)^{\frac{1}{2}} .
\end{align*}
$$

Thus

$$
\operatorname{Im}\left\{\left(z^{2}-1\right)^{\frac{1}{2}}\right\} \geqq 0
$$

Let

$$
\begin{align*}
& s=\left(k^{2}-\gamma^{2}\right)^{\frac{1}{2}}, \\
& a=s-i \gamma z /\left(z^{2}-1\right)^{\frac{1}{2}}, \\
& b=2 s+1,  \tag{20}\\
& \lambda=k-i \gamma /\left(z^{2}-1\right)^{\frac{1}{2}} .
\end{align*}
$$

We will use the following confluent hypergeometric

[^2]functions:
$F(p ; q ; t) \equiv \sum_{n=0}^{\infty} \frac{\Gamma(p+n) \Gamma(q) t^{n}}{\Gamma(q+n) \Gamma(p) n!}$,
$G(p ; q ; t) \equiv t^{1-q(p+1-q) \Gamma(q)} \underset{\Gamma(2-q) \Gamma(p)}{\Gamma(p+1-q ; 2-q ; t), ~}$
$H(p ; q ; t) \equiv F(p ; q ; t)-G(p ; q ; t)$,
where
\[

$$
\begin{equation*}
\arg \left(t^{1-q}\right)=(1-q) \arg t \tag{23}
\end{equation*}
$$

\]

For some of the properties of these functions, see Appendix I. We note here the integral representations
$F(p ; q ; t)$

$$
\begin{equation*}
=\frac{\Gamma(q)}{\Gamma(p) \Gamma(q-p)} \int_{0}^{1} d x e^{x t} x^{p-1}(1-x)^{q-p-1} \tag{24}
\end{equation*}
$$

valid when

$$
\operatorname{Re}\{p\}>0, \quad \operatorname{Re}\{q-p\}>0
$$

and

$$
\begin{align*}
& H(p ; q ; t) \\
& \quad=\frac{\Gamma(p+1-q)}{\Gamma(p) \Gamma(1-q)} e^{t} \int_{1}^{\infty} d x e^{-x t} x^{q-p-1}(x-1)^{p-1} \tag{25}
\end{align*}
$$

where $-\frac{1}{2} \pi<\arg t<\frac{1}{2} \pi$, valid when $\operatorname{Re}\{p\}>0$, and $q$ not a positive integer. For further discussion, see Appendix I.

Having made these definitions, we are able to determine $\left[w^{(1)}\right]$ and $\left[w^{(2)}\right]$ in terms of the confluent hypergeometric functions, by examining the behavior of $F$ and $G$ at the origin and at infinity, The variables $x_{1}$ and $x_{2}$ are real and non-negative, and by (19) we may write

$$
\begin{equation*}
-\frac{1}{2} \pi \leqq \arg \left\{-i \cdot x\left(z^{2}-1\right)^{\frac{1}{2}}\right\} \leqq \frac{1}{2} \pi \tag{26}
\end{equation*}
$$

and thus get

$$
\begin{aligned}
w_{1}^{(1)}(x ; z)= & i(z-1)^{\frac{1}{2}}\left[2 x\left(z^{2}-1\right)^{\frac{1}{2}}\right]^{s} \exp \left[i x\left(z^{2}-1\right)^{\frac{1}{2}}\right] \\
& \times\left\{\lambda F\left(a ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right)\right. \\
& \left.+a F\left(a+1 ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right)\right\}, \\
w_{2}^{(1)}(x ; z)= & (z+1)^{\frac{1}{2}}\left[2 x\left(z^{2}-1\right)^{\frac{1}{2}}\right]^{s} \exp \left[i x\left(z^{2}-1\right)^{\frac{1}{2}}\right] \\
& \times\left\{\lambda F\left(a ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right)\right. \\
& \left.-a F\left(a+1 ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right)\right\}, \\
w_{1}^{(2)}(x ; z)= & i(z-1)^{\frac{1}{2}}\left[2 x\left(z^{2}-1\right)^{\frac{1}{2}}\right]^{s} \exp \left[i x\left(z^{2}-1\right)^{\frac{1}{2}}\right] \\
& \times\left\{\lambda \cdot H\left(a ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right)\right. \\
& \left.+a H\left(a+1 ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right)\right\}, \\
w_{2}^{(2)}(x ; z)= & (z+1)^{\frac{1}{2}}\left[2 x\left(z^{2}-1\right)^{\frac{1}{2}}\right]^{s} \exp \left[i x\left(z^{2}-1\right)^{\frac{1}{2}}\right] \\
& \times\left\{\lambda H\left(a ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right)\right. \\
& \left.-a H\left(a+1 ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right)\right\} .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
K(z)=4 s \lambda\left(z^{2}-1\right)^{\frac{1}{2}} \frac{\Gamma(a+1-b) \Gamma(b)}{\Gamma(2-b) \Gamma(a)} \exp \left(\frac{i \pi b}{2}\right) \tag{28}
\end{equation*}
$$

The last result is best obtained by letting $x$ become very small in the solutions (27), and using (16).
Using (27) and (28) and the definition (17), we may construct the Green's functions explicitly in terms of the confluent hypergeometric functions. By examining the Green's function we may establish that (see Appendix I for some details):
(a) The Green's function has simple poles at the discrete eigenvalues. These, of course, lie on the real $z$-axis between $z=0$ and $z=1$.
(b) With the exception of the poles, the Green's function is a single-valued analytic function of $z$ in the cut $z$-plane.
(c) The Green's function has branch points at $z=1$ and at $z=-1$.
(d) With $x_{1}$ (or $x_{2}$ ) fixed and finite, and $z$ in the cut plane, not at a pole, the Green's function considered as a function of $x_{2}$ (or $x_{1}$ ) is finite at the origin, and bounded at infinity.

We discuss in Appendix I how various propagation functions may be defined in terms of contour integrals of the Green's function, and how these can be used to solve the time-dependent radial equation.

## IV. THE LAPLACE TRANSFORM OF THE TRACE OF

 THE GREEN'S FUNCTION WHEN $x_{1}=x_{2}=x$Using the results of the preceding section, we find:

$$
\begin{align*}
& D_{k}(x ; z)= \operatorname{trace}\left(K_{k}(x, x ; z)+K_{-k}(x, x ; 2)\right) \\
&=-2 i \frac{\Gamma(a) \Gamma(1-b)}{\Gamma(b) \Gamma(a+1-b)} \frac{\left[-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right]^{2 s}}{\left(z^{2}-1\right)^{\frac{1}{2}}} \\
& \times \exp \left\{2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right\} \\
& \times\left\{\frac { i \gamma } { ( z ^ { 2 } - 1 ) ^ { \frac { 1 } { 2 } } } \left[F\left(a ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right)\right.\right. \\
& \times H\left(a ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right) \\
&+\frac{a}{1+a-b} F\left(a+1 ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right) \\
&\left.\times H\left(a+1 ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right)\right] \\
&+a z\left[F\left(a ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right)\right. \\
& \times H\left(a+1 ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right) \\
&+F\left(a+1 ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right) \\
&\left.\left.\quad \times H\left(a ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right)\right]\right\} . \tag{29}
\end{align*}
$$

Let

$$
\begin{equation*}
E_{k}(p ;-i z)=\int_{0}^{\infty} e^{-p x} D_{k}(x ; z) d x \tag{30}
\end{equation*}
$$

This Laplace transform exists everywhere in the cut plane when $z$ is not at a pole of $K$.

We denote:

$$
\begin{align*}
& u=i p / 2\left(z^{2}-1\right)^{\frac{1}{2}},  \tag{31}\\
& Q=[1-t] /[1+u t][1+t(u-1)],  \tag{32}\\
& g=\frac{\gamma z}{\left(z^{2}-1\right)^{\frac{1}{2}}} \ln \left\{\frac{[1-t][1+u t]}{[1+t(u-1)]}\right\} . \tag{33}
\end{align*}
$$

Using the integral representations (24) and (25), we get

$$
\begin{align*}
D_{k}(x ; z)= & \frac{-2 i}{\left(z^{2}-1\right)^{\frac{1}{2}}}\left[-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right]^{2 s} \int_{0}^{1} d \xi \int_{1}^{\infty} d \eta \exp \left\{-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}(\xi-\eta)\right\}\left\{\frac { i \gamma } { ( z ^ { 2 } - 1 ) ^ { \frac { 1 } { 2 } } } \left[\frac{1}{\Gamma(a) \Gamma(b-a)}\right.\right. \\
& \left.\times \xi^{a-1}(\eta-1)^{a-1} \eta^{b-a-1}(1-\xi)^{b-a-1}+\frac{1}{\Gamma(a+1) \Gamma(b-a-1)} \xi^{a}(\eta-1)^{a} \eta^{b-a-2}(1-\xi)^{b-a-2}\right] \\
& \left.+z\left[\frac{(a+1-b)}{\Gamma(a) \Gamma(b-a)} \xi^{a-1}(1-\xi)^{b-a-1} \eta^{b-a-2}(\eta-1)^{a}+\frac{a}{\Gamma(a+1) \Gamma(b-a-1)^{b}(1-\xi)^{b-a-2} \eta^{b-a-1}(\eta-1)^{a-1}}\right]\right\}, \tag{34}
\end{align*}
$$

whence

$$
\begin{aligned}
& E_{k}(p ;-i z)= \frac{1}{z^{2}-1} \int_{0}^{1} d \xi \int_{1}^{\infty} d \eta\left\{\frac { i \gamma } { ( z ^ { 2 } - 1 ) ^ { \frac { 1 } { 2 } } } \left[\frac{\Gamma(b)}{\Gamma(a) \Gamma(b-a)} \xi^{a-1}(1-\xi)^{b-a-1} \eta^{b-a-1}(\eta-1)^{a-1}+\frac{\Gamma(b)}{\Gamma(a+1) \Gamma(b-a-1)}\right.\right. \\
&\left.\times \xi^{a}(1-\xi)^{b-a-2} \eta^{b-a-2}(\eta-1)^{a}\right]+z\left[\frac{a \Gamma(b)}{\Gamma(a+1) \Gamma(b-a-1)^{2}} \xi^{a}(1-\xi)^{b-a-2} \eta^{b-a-1}(\eta-1)^{a-1}\right. \\
&\left.\left.+\frac{(a+1-b) \Gamma(b)}{\Gamma(a) \Gamma(b-a)} \xi^{a-1}(1-\xi)^{b-a-1} \eta^{b-a-2}(\eta-1)^{a}\right]\right\}[u+\eta-\xi]^{-b} \\
&= \frac{1}{z^{2}-1} \int_{1}^{\infty} d \eta\left\{\frac{i \gamma}{\left(z^{2}-1\right)^{\frac{1}{2}}}\left[\frac{\eta^{b-a-1}(\eta-1)^{a-1}}{[u+\eta]^{b-a}[u+\eta-1]^{a}}+\frac{\eta^{b-a-2}(\eta-1)^{a}}{[u+\eta]^{b-a-1}[u+\eta-1]^{a+1}}\right]\right. \\
&\left.+z\left[\frac{a \eta^{b-a-1}(\eta-1)^{a-1}}{[u+\eta]^{b-a-1}[u+\eta-1]^{a+1}}+\frac{(a+1-b) \eta^{b-a-2}(\eta-1)^{a}}{[u+\eta]^{b-a}[u+\eta-1]^{a}}\right]\right\} \\
&= \frac{1}{z^{2}-1} \int_{0}^{1} d t\left\{\frac { i \gamma } { ( z ^ { 2 } - 1 ) ^ { \frac { 1 } { 2 } } } \left[\frac{[1-t]^{a-1}}{\left.[1+u t]^{b-a}[1+t(u-1)]^{a}+\frac{[1-t]^{a}}{[1+u t]^{b-a-1}[1+t(u-1)]^{a+1}}\right]}\right.\right. \\
&\left.+2\left[\frac{a[1-t]^{a-1}}{[1+u t]^{b-a-1}[1+t(u-1)]^{a+1}}+\frac{(a+1-b)[1-t]^{a}}{[1+u t]^{b-a}[1+t(u-1)]^{a}}\right]\right\},
\end{aligned}
$$

with $t=1 / \eta$. Thus

$$
\begin{align*}
& E_{k}(p ;-i z)=\frac{1}{z^{2}-1} \int_{0}^{1} d t Q^{s} \exp \{-i g\}\left\{\frac{i \gamma}{\left(z^{2}-1\right)^{\frac{1}{2}}}\left[\frac{1}{[1-t][1+u t]}+\frac{1}{[1+t(u-1)]}\right]\right. \\
&\left.+z\left[\frac{a}{[1-t][1+t(u-1)]}+\frac{(a+1-b)}{[1+u t]}\right]\right\} \tag{35}
\end{align*}
$$

## V. DIVERGENCE DIFFICULTIES AND <br> REGULARIZATION OF THE LAPLACE TRANSFORM

According to our earlier considerations, we should now perform the contour integrations of (35) in accordance with (13) and pass to the limit, and finally sum the result over $k$ as indicated by (8). We should then get an expression for the Laplace transform of the induced charge density times $r^{2}$. By inspection of (35), however, it is seen that the result would diverge. In addition, delicate considerations would arise as to what order should be followed in the integrations and summations. In our opinion, the theory does not give any answer to such questions.

To deal with this situation, we will proceed as follows: We first sum $E_{k}$ over $k$ in accordance with (8). We then carry out the integration over $t$ (which will give an infinite term in first order in $\gamma$ ). We finally carry out the contour integrations over $z$ and at the same time we will remove ambiguities by a regularization process.

For convenience, we shall first remove what will be shown to be the Uehling term from our expression. We write

$$
\begin{equation*}
E_{k}(p ;-i z)=E_{k}^{\prime}(p ;-i z)+E_{k}^{\prime \prime}(p ;-i z) \tag{36}
\end{equation*}
$$

$$
\begin{align*}
& E_{k}^{\prime}(p ;-i z)=\frac{1}{z^{2}-1} \int_{0}^{1} d t Q^{k}\left\{\frac{i \gamma}{\left(z^{2}-1\right)^{\frac{1}{2}}}\right. \\
& \quad \times\left[\frac{1}{[1-t][1+u t]}+\frac{1}{[1+t(u-1)]}\right]+\frac{\gamma g}{\left(z^{2}-1\right)^{\frac{1}{2}}} \\
& \quad \times\left[\frac{1}{[1-t][1+u t]}+\frac{1}{[1+t(u-1)]}\right] \\
& \quad+z k\left[1-i g+\frac{1}{2} g^{2}-\frac{\gamma^{2}}{2 k} \ln Q\right]\left[\frac{1}{[1-t][1+t(u-1)]}\right. \\
& \left.\quad-\frac{1}{[1+u t]}\right]-\frac{i \gamma z^{2}}{\left(z^{2}-1\right)^{\frac{1}{2}}}[1-i g]\left[\frac{1}{[1-t][1+t(u-1)]}\right. \\
& \left.\left.+\frac{1}{[1+u t]}\right]\right\} \tag{37}
\end{align*}
$$

The expression (37) arises from the first three terms in a power series expansion of (35) in $\gamma$. Let

$$
\begin{equation*}
W^{\prime \prime}(p ;-i z)=\sum_{k=1}^{\infty} k E_{k}^{\prime \prime}(p ;-i z) \tag{38}
\end{equation*}
$$

Let $0<\epsilon<\frac{1}{2}$ and $0<\delta<\frac{1}{2}$.

$$
\begin{align*}
& W^{\prime}(p ;-i z ; \epsilon ; \delta)=\frac{1}{z^{2}-1} \int_{\epsilon}^{1-\delta} d t \sum_{k=1}^{\infty} k Q^{k}\left\{\frac{i \gamma}{\left(z^{2}-1\right)^{\frac{1}{2}}}\right. \\
& \times[1-i g]\left[\frac{1}{[1-t][1+u t]}+\frac{1}{[1+t(u-1)]}\right] \\
& +z k\left[1-i g-\frac{1}{2} g^{2}-\frac{\gamma^{2}}{2 k} \ln Q\right]\left[\frac{1}{[1-t][1+t(u-1)]}\right. \\
& \left.-\frac{1}{[1+u t]}\right]-\frac{i \gamma z^{2}}{\left(z^{2}-1\right)^{\frac{3}{3}}}[1-i g] \\
& \left.\quad \times\left[\frac{1}{[1+u t]}+\frac{1}{[1-t][1+t(u-1)]}\right]\right\} \tag{39}
\end{align*}
$$

It may be shown (see Appendix II) that for $u$ finite, the order of summation over $k$ and integration over $t$ may be reversed in (38). The expression (38) is thus consistent with our program, and it is also gratifying to see that the ambiguity concerning the order of integration and summation exists only for $E_{k}{ }^{\prime}$.
The expression (39) is a polynomial of second degree in $\gamma$. Let us write this explicitly as

$$
\begin{align*}
& W^{\prime}(p ;-i z ; \epsilon ; \delta)=W^{(0)}(p ;-i z ; \epsilon ; \delta) \\
& \quad+\gamma W^{(1)}(p ;-i z ; \epsilon ; \delta)+\gamma^{2} W^{(2)}(p ;-i z ; \epsilon ; \delta) . \tag{40}
\end{align*}
$$

Consider the coefficients of the even powers. When integrated over the contour $I(R)$, the integrals will vanish. The only possible contribution actually comes from the contours $L_{1}\left(R: R^{\prime}\right)$ and $L_{2}\left(R: R^{\prime}\right)$, and so is dependent on the way we pass to the limit in the contour integration. We will set these terms equal to zero. It is also clear that the induced charge must change sign when the inducing charge does, and therefore even powers of $\gamma$ cannot occur in our result. Evaluating $W^{(1)}$, we get

$$
\begin{align*}
& W^{(1)}(p ;-i z ; \epsilon ; \delta) \\
& =\frac{i}{\left(z^{2}-1\right)^{\frac{3}{2}}}\left\{\frac{1}{2 u^{2}}\left[\frac{1}{\epsilon}-\frac{3}{2}\right]+\frac{1}{4 u}-\frac{1}{2(1+u)}\right. \\
& \left.-z^{2}\left[\frac{1}{2 u^{2}}\left(\frac{1}{\epsilon}-\frac{1}{2}\right)-\frac{1}{4 u}\right]+\frac{z^{2}}{u^{3}} \ln (1+u)\right\} \\
& \quad+O(\epsilon)+O(\delta) \tag{41}
\end{align*}
$$

$W^{(1)}(p ;-i z ; \epsilon ; \delta)$

$$
\begin{align*}
=\left[\frac{1}{1+u}-1\right]\left\{\frac{i z^{4}}{3\left(z^{2}-1\right)^{5 / 2}}-\frac{i}{2\left(z^{2}-1\right)^{\frac{3}{2}}}\right\} \\
+A(p ;-i z ; \epsilon ; \delta) \tag{42}
\end{align*}
$$

$$
\begin{align*}
& A(p ;-i z ; \epsilon ; \delta) \\
&= \frac{\partial}{\partial z}\left[\frac{i z^{3}}{3 u^{3}\left(z^{2}-1\right)^{\frac{3}{2}}} \ln (1+u)\right]_{p=\text { const }}+\frac{i z^{4}}{3\left(z^{2}-1\right)^{5 / 2}} \\
& \times\left[1-\frac{1}{u}+\frac{1}{u^{2}}\right]+\frac{i}{\left(z^{2}-1\right)^{\frac{3}{2}}}\left[-\frac{1}{2}+\frac{1}{2 u^{2}}\left(\frac{1}{\epsilon}-\frac{3}{2}\right)\right. \\
&\left.\quad \frac{1}{4 u}-z^{2}\left(\frac{1}{2 \epsilon u^{2}}-\frac{1}{4 u^{2}}-\frac{1}{4 u}\right)\right]+O(\epsilon)+O(\delta) . \tag{43}
\end{align*}
$$

The first sum in (42) is independent of $\epsilon$ and $\delta$. Integrated around the contours and passing to the limit $R$, $R^{\prime} \rightarrow \infty$, the only contribution comes from the integral along the imaginary $z$-axis. Let $z=i y$ in this integration. Finding the inverse Laplace transform, we thus get for the induced charge density and the potential, to first order in $\gamma$,

$$
\begin{align*}
& \gamma V_{p}^{(1)}(\mathbf{r})=\frac{e}{4 \pi \epsilon_{0} r}\left(\frac{\gamma}{3 \pi}\right) \int_{0}^{\infty} d y \frac{y^{2}\left[3+2 y^{2}\right]}{\left[y^{2}+1\right]^{5 / 2}} \\
& \times \exp \left\{-\frac{2 m_{0} c r}{\hbar}\left(y^{2}+1\right)^{\frac{1}{2}}\right\},  \tag{44}\\
& \gamma \rho^{(1)}(\mathbf{r})=-\frac{e}{4 \pi r}\left(\frac{\gamma}{3 \pi}\right)\left(\frac{2 m_{0} c}{\hbar}\right)^{2} \int_{0}^{\infty} d y \frac{y^{2}\left[3+2 y^{2}\right]}{\left[y^{2}+1\right]^{\frac{1}{2}}} \\
& \times \exp \left\{-\frac{2 m_{0} c r}{\hbar}\left(y^{2}+1\right)^{\frac{1}{2}}\right\} . \tag{45}
\end{align*}
$$

In the expression for the charge density the infinite point charge at the origin, required to effect charge renormalization, has been omitted. The potential (44) is precisely the Uehling potential.

The contribution from the term $A$ in (43) we set equal to zero. Its actual value depends on the way we perform the limiting process for the contour. We see that it is of the form

$$
c_{0}+c_{2}(1 / p)^{2}
$$

or, finding the inverse Laplace transform, this corresponds to a charge density

$$
c_{0}^{\prime}(1 / r)^{2} \delta(r)+c_{2}^{\prime}(1 / r)
$$

Such terms in the charge density vanish upon regularization, which is easily seen from a study of the dimensions of the coefficients. ${ }^{15}$
We now study $W^{\prime \prime}(p ;-i z)$ and write

$$
\begin{equation*}
W^{\prime \prime \prime}(p ;-i z)=W^{\prime \prime}(p ;-i z)-\gamma^{3} W^{(3)}(p ;-i z) \tag{46}
\end{equation*}
$$

[^3]where
\[

$$
\begin{align*}
& \gamma^{3} W^{(3)}(p ;-i z) \\
&= \frac{1}{z^{2}-1} \int_{0}^{1} d t \sum_{k=1}^{\infty} k Q^{k}\left\{\frac { i \gamma } { ( z ^ { 2 } - 1 ) ^ { \frac { 1 } { 2 } } } \left[\frac{1}{[1+u t][1-t]}\right.\right. \\
&\left.+\frac{1}{[1+t(u-1)]}\right]\left[-\frac{1}{2} g^{2}-\frac{1}{2} \frac{\gamma^{2}}{k} \ln Q\right] \\
&+k z\left[\frac{1}{[1-t][1+t(u-1)]}-\frac{1}{[1+u t]}\right] \\
& \times\left[\frac{i}{\left.6^{3}+\frac{i}{2} \frac{\gamma^{2}}{k} g \ln Q+\frac{i}{2} \frac{\gamma^{2}}{k^{2}} g\right]-\frac{i \gamma z^{2}}{\left(z^{2}-1\right)^{\frac{1}{2}}}}\right. \\
& \times\left[\frac{1}{[1-t][1+t(u-1)]}+\frac{1}{[1+u t]}\right] \\
&\left.\times\left[-\frac{\gamma^{2}}{2 k} \ln Q-\frac{1}{2} g^{2}\right]\right\} . \tag{47}
\end{align*}
$$
\]

This expression arises from the third power of $\gamma$ in a power series expansion in $\gamma$ of $E^{\prime \prime}$ in (36).

Let us define the function $\psi(2 ; x)$, when $|x|<1$, by the power series:

$$
\begin{equation*}
\psi(2 ; x)=\sum_{n=1}^{\infty} \frac{x^{n}}{n^{2}}, \tag{48}
\end{equation*}
$$

and let $\zeta(x)$ denote the Riemann zeta function. We carry out the integration over $t$ in (47) and get

$$
\begin{align*}
& W^{(3)}(p ;-i z)=\bar{W}^{(3)}(p ;-i z)-\frac{1}{2} i\left(z^{2}-1\right)^{-\frac{1}{2}} \\
& \times\left[\frac{4 z^{4}-15 z^{2}+6}{3\left(z^{2}-1\right)^{2}}+\frac{\pi^{2}}{6\left(z^{2}-1\right)}-\frac{2 \ln u}{\left(z^{2}-1\right)^{2}}\right] \tag{49}
\end{align*}
$$

where

$$
\begin{aligned}
& 2 i\left(z^{2}-1\right)^{\frac{1}{2}} \bar{W}^{(3)}(p ;-i z) \\
&= \frac{z^{4}}{\left(z^{2}-1\right)^{2} u^{3}}\left\{\frac{4}{3} \ln ^{3}(1+u)+2 \psi\left(2, u^{2}\right) \ln (1-u)\right. \\
&+\frac{2}{3} u^{3}-\frac{\pi^{2}}{3}\left[\ln \left(1-u^{2}\right)+u^{2}\right]+2 \int_{0}^{u} \frac{d x}{x} \ln ^{2}\left(1-x^{2}\right) \\
&\left.-2\left[\ln \left(1-u^{2}\right) \ln \frac{1+u}{1-u}+2 u^{3}\right] \ln u\right\} \\
&+\frac{z^{2}}{\left(z^{2}-1\right) u^{2}}\left\{\psi(2, u) \ln \frac{1+u}{1-u}-2 u^{2}\right. \\
&-\frac{\pi^{2}}{6}\left[\ln \frac{1+u}{1-u}-2 u\right]+u \ln ^{2}(1+u)+\frac{1}{2} u \psi\left(2, u^{2}\right)
\end{aligned}
$$

$$
\begin{align*}
& +\frac{1}{2} \int_{0}^{u} \frac{d x}{x} \ln \left(1-x^{2}\right) \ln \frac{1+x}{1-x} \\
& \left.-\left[\frac{1}{2} \ln ^{2} \frac{1+u}{1-u}+u \ln \frac{1+u}{1-u}-4 u^{2}\right] \ln u\right\} \\
& -\frac{z^{2}}{\left(z^{2}-1\right)^{2} u^{2}\left(1-u^{2}\right)}\left\{2(1-u) \ln ^{2}(1+u)\right. \\
& -(1+u) \psi\left(2, u^{2}\right)-u^{2}\left(1-u^{2}\right)+\frac{\pi^{2}}{3} u^{3} \\
& \left.-2\left[\ln \left(1-u^{2}\right)-u \ln \frac{1+u}{1-u}+3 u^{2}\left(1-u^{2}\right)\right] \ln u\right\} \\
& -\frac{1}{\left(z^{2}-1\right) u\left(1-u^{2}\right)}\{(1-u) \psi(2, u) \\
& -(1+3 u) \psi(2,-u)-2 u\left(1-u^{2}\right)-\frac{\pi^{2}}{6} u^{2}(1+u) \\
& \left.-\left[\ln \frac{1+u}{1-u}+u \ln \left(1-u^{2}\right)-2 u\left(1-u^{2}\right)\right] \ln u\right\} \tag{50}
\end{align*}
$$

The expression $\bar{W}^{(3)}$ is a continuous function of $u$ for positive $u$. It further satisfies the relation

$$
\left|\bar{W}^{(3)}(p ;-i z)\right|<c_{1}\left|u /\left(z^{2}-1\right)^{\frac{1}{2}}\right|
$$

for some $c_{1}$ if $0 \leqq u \leqq 1$. We thus see that $\bar{W}^{(3)}$ integrated over the contours $C_{1}, C_{2}, C_{3}, C_{4}, L_{1}, L_{2}$ vanishes in the limit $R, R^{\prime} \rightarrow \infty$. We shall call $\bar{W}^{(3)}$ the "regulated $W^{(3)}$," and in general denote regulated functions by a bar. On the other hand, the bracketed expression in (49) gives a contribution to the contour integral depending on the manner in which we go to the limit. The result would be of the form

$$
k_{1}+k_{2} \ln p
$$

Both these terms can be removed by regularization. ${ }^{16}$
The remaining terms, $W^{\prime \prime \prime}(p ;-i z)$, can be handled in exactly the same way. In this case only the integral along the imaginary axis of this function contributes to the contour integral for the charge density, and the contribution is finite for all $p$. To renormalize the charge it is necessary to remove a term constant in $p$; the remainder, denoted by $\bar{W}^{\prime \prime \prime}(p ;-i z)$, then vanishes at $p=0$. We have further proved that the integral of $\bar{W}^{\prime \prime \prime}$ is an analytic function of $\gamma$ in the region $|\gamma|<1$ (see Appendix II).

[^4]
## VI. FURTHER STUDY OF THE RENORMALIZED

 LAPLACE TRANSFORMBy the results of the preceding section, and of Appendix II, a power series expansion in $\gamma$ can be carried out. The radius of convergence is $|\gamma|=1$, and only odd powers of $\gamma$ will occur. Let us denote

$$
\begin{align*}
q(p) & =\int_{0}^{\infty} d x e^{-p x} \rho(\mathbf{r}) x^{2}  \tag{51}\\
q(p) & =\sum_{n=0}^{\infty} \gamma^{2 n+1} q^{(2 n+1)}(p)  \tag{52}\\
q^{\prime \prime \prime}(p) & =q(p)-\gamma q^{(1)}(p)-\gamma^{3} q^{(3)}(p) \\
q^{\prime}(p) & =q(p)-\gamma q^{(1)}(p) \tag{53}
\end{align*}
$$

We thus have

$$
\begin{align*}
\gamma^{3} q^{(3)}(p) & =-\gamma^{3} \frac{e}{4 \pi^{2}}\left(\frac{m_{0} c}{\hbar}\right)^{3} \int_{-\infty}^{\infty} d y \bar{W}^{(3)}(p ; y)  \tag{54}\\
q^{\prime \prime \prime}(p) & =-\frac{e}{4 \pi^{2}}\left(\frac{m_{0} c}{\hbar}\right)^{3} \int_{-\infty}^{\infty} d y \bar{W}^{\prime \prime \prime}(p ; y) \tag{55}
\end{align*}
$$

The induced charge gives rise to an electrostatic potential $V_{P}(r)$, according to

$$
\begin{equation*}
V_{P}(r)=-\frac{1}{r \epsilon_{0}} \int_{r}^{\infty} \rho(u) u^{2} d u+\frac{1}{\epsilon_{0}} \int_{r}^{\infty} \rho(u) u d u \tag{56}
\end{equation*}
$$

We also define

$$
\begin{equation*}
U(p)=\int_{0}^{\infty} V_{p}(r) e^{-p x} x d x, r=\left(\hbar / m_{0} c\right) x \tag{57}
\end{equation*}
$$

and get (using Poisson's equation)

$$
\begin{equation*}
U(p)=\left(\frac{\hbar}{m_{0} c}\right)^{2} \frac{1}{\epsilon_{0}} \frac{1}{p^{2}} \int_{0}^{p} q\left(p^{\prime}\right) d p^{\prime} \tag{58}
\end{equation*}
$$

From this we may find the Laplace transform of positive integral powers of $x$ times the polarization potential by a differentiation with respect to $p$.

We expand (50) in powers of $p$, and carry out the integration over $y$. Using (54), we thus have

$$
\begin{array}{r}
\gamma^{3} q^{(3)}(p)=\gamma^{3} \frac{e}{4 \pi^{2}}\left(\frac{m_{0} c}{\hbar}\right)^{3}\left\{\left(\frac{p}{2}\right)\left(\frac{\pi}{4}\right)\left[-\frac{5 \pi^{2}}{72}+\frac{13}{24}\right]\right. \\
+\left(\frac{p}{2}\right)^{2}\left[-\frac{2}{3} \frac{\pi^{2}}{6}+\frac{19}{15}\right]+\left(\frac{p}{2}\right)^{3}\left(\frac{\pi}{4}\right) \\
\times\left[-\frac{31 \pi^{2}}{360}+\frac{1}{2}\right]+\left(\frac{p}{2}\right)^{4}\left[-\frac{16}{135} \ln p\right. \\
\left.\left.-\frac{8 \pi^{2}}{6 \cdot 15}+\frac{3347}{2835}\right]+O\left(p^{5}\right)\right\} \tag{59}
\end{array}
$$

converging when $0 \leqq p<2$, or

$$
\begin{align*}
& \gamma^{3} q^{(3)}(p)= \frac{e}{4 \pi} \frac{\gamma^{3}}{\pi}\left(\frac{m_{0} c}{\hbar}\right)^{3}\{-(0.112879)(p / 2) \\
&+(0.170044)(p / 2)^{2}-(0.274793)(p / 2)^{3} \\
&-(0.118519)(p / 2)^{4} \ln p \\
&\left.+(0.303301)(p / 2)^{4}+O\left(p^{5}\right)\right\} \tag{59'}
\end{align*}
$$

The term proportional to $p^{4} \ln p$ is not unexpected. It gives rise to the leading term in the third-order charge and potential at large distances:

$$
\begin{gather*}
V_{P}^{(3)}(r) \sim-\frac{e}{4 \pi \epsilon_{0} r}\left(\frac{2}{225 \pi}\right)\left(\frac{\hbar}{m_{0} c r}\right)^{4}, \\
\rho^{(3)}(r) \sim \frac{e}{4 \pi r^{3}}\left(\frac{40}{225 \pi}\right)\left(\frac{\hbar}{m_{0} c r}\right)^{4} \tag{60}
\end{gather*}
$$

(as $r \rightarrow \infty$ ). The same term can be derived from the Euler-Heisenberg Lagrangian. (See Appendix III. ${ }^{17}$ )

For large $p$, we get

$$
\begin{equation*}
\lim _{p \rightarrow \infty} q^{(3)}(p)=-\frac{e}{4 \pi^{2}}\left(\frac{m_{0} c}{\hbar}\right)^{3}\left[\frac{\pi^{2}}{6}-\frac{7}{9}-\frac{2}{3} \zeta(3)\right] \tag{61}
\end{equation*}
$$

We now return to $\bar{W}^{\prime \prime \prime}(p ; y)$. After an integration by parts with respect to $t$, we may write it in the form
$\bar{W}^{\prime \prime \prime}(p ; y)$

$$
\begin{aligned}
= & -\frac{\gamma}{\left[1+y^{2}\right]^{\frac{3}{2}}} \int_{0}^{1} d t \frac{[1-t][1+u t]+[1+t(u-1)]}{[1-t][1+u t][1+t(u-1)]} \\
& \times \sum_{k=1}^{\infty}\left\{\left[k Q^{s} \cos g-Q^{k}\left(k-\frac{k}{2} g^{2}-\frac{1}{2} \gamma^{2} \ln Q\right)\right]\right\}
\end{aligned}
$$

$$
-\frac{2 \gamma y^{2}}{\left[1+y^{2}\right]^{\frac{3}{2}}} \int_{0}^{1} \frac{d t}{[1+u t]} \sum_{k=1}^{\infty}\left\{\left[k Q^{s} \cos g\right.\right.
$$

$$
\left.-Q^{k}\left(k-\frac{1}{2} k g^{2}-\frac{1}{2} \gamma^{2} \ln Q\right)\right]-\frac{\left(1+y^{2}\right)^{\frac{1}{2}}}{\gamma y}\left[k s Q^{s} \sin g\right.
$$

$$
\begin{equation*}
\left.\left.-\left(k^{2} g-\frac{1}{6} k^{2} g^{3}-\frac{1}{2} k \gamma^{2} g \ln Q-\frac{1}{2} \gamma^{2} g\right) Q^{k}\right]\right\}+\lambda^{\prime \prime \prime}(y) \tag{62}
\end{equation*}
$$

$\lambda^{\prime \prime \prime}(y)$ is determined so that, identically in $y$,

$$
\begin{equation*}
\lim _{u \rightarrow 0} \bar{W}^{\prime \prime \prime}(p ; y)=0 \tag{63}
\end{equation*}
$$

[^5]We find (see Appendix II)

$$
\begin{array}{r}
\lambda^{\prime \prime \prime}(y)=\frac{\gamma}{\left[1+y^{2}\right]^{\frac{3}{2}}} \sum_{k=1}^{\infty}\left\{\frac{k s}{s^{2}+\gamma^{2} y^{2}\left[1+y^{2}\right]^{-1}}-1-\frac{\gamma^{2}}{2 k^{2}}\right. \\
\left.\quad+\frac{\gamma^{2} y^{2}}{k^{2}\left(1+y^{2}\right)}\right\}+\frac{2 \gamma}{\left[1+y^{2}\right]^{\frac{1}{2}}} \sum_{n=1}^{\infty} \sum_{k=1}^{\infty} \\
\times\left\{\frac{(n+s) k}{(n+s)^{2}+y^{2} \gamma^{2}\left[1+y^{2}\right]^{-1}}-\frac{k}{n+k}-\frac{\gamma^{2}}{2(n+k)^{2}}\right. \\
\left.\quad+\frac{\gamma^{2} k y^{2}}{(n+k)^{3}\left(1+y^{2}\right)}\right\} \tag{64}
\end{array}
$$

We may also find the limit of the integral of (62) with respect to $y$, when $p$ goes to infinity. The result is (see Appendix II)

$$
\begin{align*}
& \lim _{p \rightarrow \infty} q^{\prime \prime \prime}(p)=\frac{e}{4 \pi^{2}}\left(\frac{m_{0} c}{\hbar}\right)^{3} \\
& \times\left\{-2 \sum_{k=1}^{\infty} k\left[\tan ^{-1}\left(\frac{\gamma}{s}\right)-\frac{\gamma}{k}-\frac{1}{6} \frac{\gamma^{3}}{k^{3}}\right]\right. \\
& +4 \sum_{n=1}^{\infty} \sum_{k=1}^{\infty}\left[\frac{\gamma k n}{(n+s)^{2}+\gamma^{2}}-\frac{\gamma k n}{(n+k)^{2}}\right. \\
& -\frac{\gamma^{3} n^{2}}{(n+k)^{4}}-k \tan ^{-1}\left(\frac{\gamma}{n+s}\right)+\frac{\gamma k}{(n+k)} \\
& \left.\left.-\frac{k \gamma^{3}}{3(n+k)^{3}}+\frac{\gamma^{3}}{2(n+k)^{2}}\right]\right\} \tag{65}
\end{align*}
$$

The fact that this limit is finite corresponds to the presence of a point charge at the origin, just as in the case of $q^{(3)}(p)$.
$q^{\prime \prime \prime}(p)$ can be expanded in powers of $p$, for small $p$, and expressions analogous to (65) obtained for each coefficient. We have carried out the calculation for the lowest terms only, obtaining

$$
\begin{align*}
& {\left[\frac{\partial}{\partial p} q^{\prime \prime \prime}(p)\right]_{(p=0)}=\frac{e}{4 \pi^{2}}\left(\frac{m_{0} c}{\hbar}\right)^{3}(\gamma \pi)} \\
& \times\left\{\sum _ { k = 1 } ^ { \infty } \sum _ { n = 1 } ^ { \infty } \left[\frac{k\left[n^{2}+2 n s\right]}{(n+s)^{2}+\gamma^{2}+(n+s)\left[(n+s)^{2}+\gamma^{2}\right]^{\frac{1}{2}}}\right.\right. \\
& \left.-\frac{2 k(n+s)}{(n+s)+\left[(n+s)^{2}+\gamma^{2}\right]^{\frac{1}{2}}}-f_{n k}{ }^{(1)}-\gamma^{2} f_{n k}{ }^{(2)}\right] \\
& +\sum_{k=1}^{\infty}\left[\frac{1}{2} k\left[s-k+\frac{\gamma^{2}}{2 k}\right]-\frac{k}{2(k+s)}-\frac{k s}{(k+s)}\right. \\
& \left.\left.-f_{k}^{(3)}-\gamma^{2} f_{k}^{(4)}\right]\right\} . \tag{66}
\end{align*}
$$

The $f$ 's are terms added to remove the (diverging) terms to first and third order in $\gamma$.

For small $\gamma$, we may expand

$$
\begin{align*}
& {\left[\frac{\partial}{\partial p} q^{\prime \prime \prime}(p)\right]_{(p=0)}=\frac{e}{4 \pi^{2}}\left(\frac{m_{0} c}{\hbar}\right)^{3} \pi} \\
& \quad \times\left\{\gamma^{5}\left[\frac{5}{64} \zeta(2)-\frac{1}{8} \zeta(3)+\frac{1}{64} \zeta(4)\right]+\frac{\gamma^{7}}{32}\left[\frac{19}{2} \zeta(5)\right.\right. \\
& \left.\left.-\frac{95}{16} \zeta(4)-\frac{55}{16} \zeta(6)\right]+O\left(\gamma^{9}\right)\right\} \cong-\frac{e}{4 \pi^{2}}\left(\frac{m_{0} c}{\hbar}\right)^{3} \\
& \quad \times\left\{\gamma^{5}(0.015191)+\gamma^{7}(0.007127)+O\left(\gamma^{9}\right)\right\} \tag{67}
\end{align*}
$$

For $|\gamma| \leqq 1$, we may write

$$
\begin{align*}
{\left[\frac{\partial}{\partial p^{\prime \prime \prime}}(p)\right]_{(p=0)}=- } & \frac{e}{4 \pi^{2}}\left(\frac{m_{0} c}{\hbar}\right)^{3} \\
& \times \gamma^{5}[0.015191] F_{1}\left(\gamma^{2}\right) \tag{68}
\end{align*}
$$

The function $F_{1}$ is shown on the graph in Fig. 4.

## VII. POLARIZATION POTENTIAL AT SMALL DISTANCES. CORRECTIONS TO ENERGY LEVELS IN MU-MESONIC ATOMS

We return to the question of the polarization charge at the origin. We combine (61) and (65) and write

$$
\begin{equation*}
\delta Q^{\prime}=4 \pi\left(\frac{\hbar}{m_{0} c}\right)^{3} \lim _{p \rightarrow \infty}\left[\gamma^{3} q^{(3)}(p)+q^{\prime \prime \prime}(p)\right] . \tag{69}
\end{equation*}
$$

Expanding for small $\gamma$, we get

$$
\begin{align*}
\delta Q^{\prime}= & \frac{e}{\pi}\left\{\gamma^{3}\left[\frac{2}{3} \zeta(3)+\frac{7}{9}-\frac{\pi^{2}}{6}\right]+\gamma^{5}\left[-\frac{3}{20} \zeta(4)+\frac{1}{4} \zeta^{2}(2)\right.\right. \\
& \left.-\frac{27}{5}(\zeta(3)-\zeta(4))+\frac{2}{3}(\zeta(3)-\zeta(5))\right] \\
& +\gamma^{7}\left[\frac{34}{21} \zeta(5)+\frac{2}{3} \zeta(7)-\left(18+\frac{13}{24}\right) \zeta(6)+12 \zeta(5)\right. \\
& \left.\left.+\frac{1}{4} \zeta(2) \zeta(4)+\frac{5}{2} \zeta^{2}(3)\right]+O\left(\gamma^{9}\right)\right\} \tag{70}
\end{align*}
$$

or

$$
\begin{equation*}
\delta Q^{\prime} \cong-e\left\{\gamma^{3}(0.020940)+\gamma^{5}(0.007121) F_{0}\left(\gamma^{2}\right)\right\} \tag{71}
\end{equation*}
$$

The function $F_{0}$ has been rather roughly evaluated numerically and is represented graphically in Fig. 4. For small $\gamma$, we have [from (70)]

$$
\begin{equation*}
F_{0}\left(\gamma^{2}\right) \cong 1+\gamma^{2}(0.5183)+O\left(\gamma^{4}\right) \tag{72}
\end{equation*}
$$

$\delta Q^{\prime}$ represents the part of the higher-than-first-order polarization charge which is located at the origin. Since the total polarization charge (to higher than first order) vanishes, $-\delta Q^{\prime}$ is the part of the higher-than-first-order polarization charge located outside the origin. Thus, for


Fig. 4. The functions $F_{0}\left(\gamma^{2}\right)$ and $F_{1}\left(\gamma^{2}\right)$ defined in the text in connection with the polarization potential near the inducing charge and the space integral of the polarization potential divided by $r$.
$r$ small compared to the mean radius of the outside charge distribution, we get for the higher-than-firstorder potential

$$
\begin{equation*}
V_{P}^{\prime}(r)=V_{P}(r)-\gamma V_{P}^{(1)}(r) \cong \delta Q^{\prime} /\left(4 \pi \epsilon_{0} r\right) . \tag{73}
\end{equation*}
$$

A mean radius, $r_{P}{ }^{\prime}$, for the charge distribution outside the origin may be defined by

$$
\begin{align*}
r_{P}^{\prime} & =4 \pi \int_{0}^{\infty} r^{3} \rho^{\prime}(r) d r /-\delta Q^{\prime} \\
& =\lim _{p \rightarrow 0}-\left[\frac{\partial}{\partial p} q^{\prime \prime \prime}(p)+\frac{\partial}{\partial p} q^{(3)}(p)\right] 4 \pi\left(\frac{\hbar}{m_{0} c}\right)^{4} /-\delta Q^{\prime} \\
& \cong(0.8579)\left(\frac{\hbar}{m_{0} c}\right)\left[\frac{1+\gamma^{2}(0.2692) F_{1}\left(\gamma^{2}\right)}{1+\gamma^{2}(0.3401) F_{0}\left(\gamma^{2}\right)}\right] . \tag{74}
\end{align*}
$$

The mean radius is thus about equal to the Compton wavelength of the electron. It is also interesting to note that the mean radius does not change much in the range:

$$
0 \leqq \gamma \leqq 1
$$

We use (73) to estimate the displacement of energy levels in mesonic atoms, due to higher than first order terms in the vacuum polarization.

We use Schrödinger wave functions for a pure Coulomb field to describe the meson, and assume that $Z$ is sufficiently high, and the principal quantum number sufficiently small, so that the meson is well inside the mean radius (74). We thus find the leading term in the displacement, $\Delta E_{n}{ }^{\prime}$, simply as the expectation value of the potential $V_{P}{ }^{\prime}(r)$. Let $E_{n}$ denote the unperturbed energy. Then

$$
\begin{gather*}
\Delta E_{n}{ }^{\prime}=\langle n| V_{P}{ }^{\prime}(r)|n\rangle, \\
\Delta E_{n}{ }^{\prime} / E_{n} \cong-2 \cdot \delta Q^{\prime} / Z e=2 \alpha\left\{\gamma^{2}(0.020940)\right. \\
 \tag{75}\\
\left.+\gamma^{4}(0.007121) F_{0}\left(\gamma^{2}\right)\right\} .
\end{gather*}
$$

Thus, for uranium, $Z=92$ :

$$
\Delta E_{n}^{\prime} / E_{n} \cong 1.6 \times 10^{-4}
$$

For low $Z$, the approximation (75), while not so well justified, is almost certainly an upper limit. The contribution is then particularly small due to the smallness of $\gamma$.

In this estimate, we have ignored the effect of the finite nuclear size. Nevertheless, we are confident that (75) gives a good picture of the order of magnitude involved. Our conclusion is thus that with present day experimental accuracy, level displacements in mesonic atoms, due to vacuum polarization in higher order than the first, are not detectable.

The effect of the Uehling potential (44) on level displacements in mesonic atoms has been considered elsewhere. ${ }^{2,3,5,6}$ In this case, the effect must be considered susceptible to measurements. In some recent measurements ${ }^{5}$ on x-rays from mesonic atoms, for the purpose of obtaining a value for the mass of the mumeson, there is indeed some indication that the effect of vacuum polarization has to be considered in the interpretation of the results for consistency with other mass determinations. In the case of the first-order term, it is also easy to extend the result to the case of a nucleus of finite size. ${ }^{6}$

## VIII. EFFECT OF VACUUM POLARIZATION ON X-RAY FINE STRUCTURE. THIRD-ORDER CONTRIBUTION TO THE LAMB SHIFT IN HYDROGEN

We consider the effect of vacuum polarization on the $x$-ray fine structure separation in heavy elements, in particular the $2 p_{\frac{1}{2}}-2 p_{\frac{3}{2}}$ separation. Our interest in this question derives from attempts that have been made to infer something about the nuclear size from an analysis of measured separations.

Schawlow and Townes ${ }^{7,18}$ have pointed out the existence of a systematic deviation of the experimental separation from the theoretical prediction, which varies rapidly with $Z$. They demonstrate that such an effect could be attributed to short range departures from the Coulomb interaction. An attempt to attribute the effect entirely to the finite size of the nucleus leads to a nuclear radius considerably larger than that obtained from other experiments. It is clear that quantum electrodynamical modifications of the Coulomb interaction will also contribute to the effect, and indeed if one now regards the nuclear radius as known from other experiments, one may make use of this effect as a means of observing quantum electrodynamical effects in heavy elements.

One such effect, although by no means the only one, is the effect of vacuum polarization. Estimates of the contribution from the Uehling potential to the $2 p_{\frac{1}{2}}-2 p_{\frac{3}{2}}$ separation have been made previously, taking the leading term only in an expansion of the expectation

[^6]

Fig. 5. The contribution of the Uehling potential to the $2 p_{\frac{1}{3}}-2 p_{\frac{1}{3}}$ separation in heavy elements in units of the Rydberg.
values in $\gamma .{ }^{8}$ This approximation turns out to be inadequate when $Z$ is large, and we have therefore carried out a more precise computation, as follows:

Using relativistic Coulomb wave functions for the $2 p_{\frac{1}{2}}$ and $2 p_{\frac{2}{2}}$ states, we have calculated the level shift due to the Uehling potential by evaluating the expectation values in the appropriate states. We express the result in the form of correction factors to the shifts one would obtain by taking the leading term only in an expansion in $\gamma$. Thus

$$
\begin{align*}
& -e\left\langle 2 p_{\frac{1}{2}}\right| \gamma V_{P}^{(1)}\left|2 p_{\frac{1}{2}}\right\rangle=\frac{-9 m_{0} c^{2} \alpha^{7} Z^{6}}{1120 \pi} C\left(2 p_{\frac{1}{2}}\right), \\
& -e\left\langle 2 p_{\frac{3}{2}}\right| \gamma V_{P}^{(1)}\left|2 p_{\frac{3}{2}}\right\rangle=\frac{-2 m_{0} c^{2} \alpha^{7} Z^{6}}{1120 \pi} C\left(2 p_{\frac{3}{2}}\right) . \tag{76}
\end{align*}
$$

The contribution to the fine structure separation thus becomes

$$
\begin{align*}
\Delta_{P}{ }^{(1)} & =R_{\infty} \delta_{P}^{(1)} ; \quad \delta_{P}^{(1)}=\left(\alpha^{5} Z^{6} / 80 \pi\right) C,  \tag{77}\\
C & =\left[9 C\left(2 p_{\frac{1}{2}}\right)-2 C\left(2 p_{\frac{3}{2}}\right)\right] / 7,
\end{align*}
$$

where $R_{\infty}$ is the Rydberg constant. $C\left(2 p_{\frac{1}{2}}\right), C\left(2 p_{\frac{3}{2}}\right), C$, and $\delta_{P}{ }^{(1)}$ are given in Table I, and $\delta_{P}{ }^{(1)}$ has been represented graphically in Fig. 5 for some values of $Z$.

The large values of $C$ shows that the lowest order approximation is not justified. Note in particular the rapid variation of $\delta_{P}{ }^{(1)}$ with $Z$.

We have here neglected the presence of the other electrons in the atom. They give rise to two corrections which may properly be considered in this connection. The first correction is the effect of screening on the wave functions for the $2 p$ electrons, and is the more
important one. It could in a rough way be depicted as a diminuition of the parameter $Z$ occurring in the wave functions for the $2 p$ electrons. It would thus decrease the parameter $C$. Such an estimate would, however, necessarily be rough, since it is the very different behavior of the $2 p_{\frac{1}{2}}$ and $2 p_{\frac{3}{3}}$ wave functions near the origin that gives rise to the shift due to vacuum polarization, and only a calculation using "screened" wave functions could establish how screening affects this different behavior. The second effect is given by the difference in radiative corrections to the interactions between, respectively, the $2 p_{\frac{1}{3}}$ and $2 p_{\frac{1}{2}}$ electrons and the rest of the electrons in the atoms. This can be expected to be small.
Let us next consider the effect of the third-order polarization potential on the fine structure separation. From the Laplace transform (57) it is easy to obtain the expectation value of $V_{P}{ }^{(3)}(r)$ over nonrelativistic wave functions in a Coulomb field, as an expansion in powers of $p$. It is considerably more difficult to find the expectation values over Dirac wave functions because of the occurrence of fractional powers of $r$ in the expression for the square of the wave function.
As an orientation we shall first consider the contribution to the fine structure separation for small $\gamma$. This may be found as follows: We expand the square of the Dirac wave function in powers of $\gamma$ and take only the leading term. We thus get (after an integration over angles)

$$
\begin{align*}
\oint d w \cdot x^{2}\left|\psi\left(2 p_{\frac{3}{2}}\right)\right|^{2}= & (1 / 24) \gamma(\gamma x)^{4}+O\left(\gamma^{6}\right), \\
\oint d w \cdot x^{2}\left|\psi\left(2 p_{\frac{1}{2}}\right)\right|^{2}= & (1 / 24) \gamma(\gamma x)^{2}  \tag{78}\\
& \times\left[(\gamma x)^{2}+(9 / 4) \gamma^{2}\right]+O\left(\gamma^{6}\right)
\end{align*}
$$

Using (57), (58), and (59'), we thus get

$$
\begin{align*}
& e\left\langle 2 p_{\frac{1}{2}}\right| \gamma^{3} V_{P}^{(3)}\left|2 p_{\frac{1}{2}}\right\rangle-e\left\langle 2 p_{\frac{3}{3}}\right| \gamma^{3} V_{P}{ }^{(3)}\left|2 p_{\frac{3}{3}}\right\rangle \\
& \cong(3 / 32 \pi) \alpha \gamma^{8} m_{0} c^{2}(0.01417)+O\left(\gamma^{9}\right), \tag{79}
\end{align*}
$$

giving the ratio of the third- and first-order shifts:

$$
\begin{equation*}
\delta_{P}{ }^{(3)} / \delta_{P}{ }^{(1)} \cong-(0.212) \gamma^{2}+O\left(\gamma^{3}\right) \tag{80}
\end{equation*}
$$

[In obtaining this result, the constant $C$ has been set equal to 1 in (77).]

We have tried to improve the estimate given by (80) by a method which cannot really be strictly justified.

Table I. Values of the parameters defined in Eqs.
(76) and (77).

| $Z$ | $C\left(2 p_{\frac{2}{3}}\right)$ | $C\left(2 p_{1}\right)$ | $C$ | $\delta_{p}(1)$ | $\delta_{p}{ }^{(3)} / \delta_{p}(1)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 95 | 3.82 | 0.65 | 4.73 | 0.287 | -0.06 |
| 90 | 3.20 | 0.65 | 3.92 | 0.172 | -0.06 |
| 85 | 2.74 | 0.65 | 3.33 | 0.104 | -0.06 |
| 78 | 2.24 | 0.66 | 2.69 | 0.0500 | -0.06 |
| 70 | 1.85 | 0.67 | 2.19 | 0.0213 | -0.05 |

We carried out the following computation: Using (57), (58), and ( $59^{\prime}$ ) we find the averages of the polarization potential $V^{(3)}$ over $x e^{-p x}, x^{2} e^{-p x}, x^{3} e^{-p x}$ and $x^{4} e^{-p x}$. We then use these averages to find, by interpolation, such averages as $x^{g} e^{-p x}$ where $g$ represents the fractional exponents occuring in the square of the Dirac wave function. In this way, we arrive at the values of $\delta_{\boldsymbol{p}}{ }^{(3)}$ given in Table I. In view of the fact that the numbers in the last column are fairly small, it did not seem justified at this time to carry out a more elaborate evaluation. We estimate that the errors in the last column of Table I may be as high as $50 \%$.

One may thus assume that the Uehling term gives the main contribution to the shift arising from vacuum polarization. The shift has the same rapid $Z$ dependence as the deviation found by Schawlow and Townes, ${ }^{7,18}$ and is of a similar order of magnitude. It has, however the wrong sign, which may be taken as an indication that other quantum electrodynamical effects play an important role.

The contribution from $V_{P}{ }^{(3)}$ to the energy level displacement in hydrogen is easily computed, using (57), (58), and (59). The result is, for the $2 s$ state, 308 cycles/ sec , and therefore entirely negligible.

## APPENDIX I

$F(p ; q ; t), G(p ; q ; t)$, and $H(p ; q ; t)$ are special solutions to the differential equation

$$
\begin{equation*}
\left[t \frac{d^{2}}{d t^{2}}+(q-t) \frac{d}{d t}-p\right] \psi(t)=0 \tag{1}
\end{equation*}
$$

$G$ and $H$ are defined so that they satisfy the same wellknown recursion relations as $F$.

Using Pochhammer's contour $P,{ }^{19}$ we may find an integral representation for $F$, valid for all $p$ and $q$, except when $p$ or $p-q$ is an integer:

$$
\begin{array}{r}
F(p ; q ; t)=\frac{-\Gamma(q) \exp (-i \pi q)}{4 \Gamma(p) \Gamma(q-p) \sin (\pi p) \sin [\pi(q-p)]} \\
\quad \times \int_{P} d z z^{p-1}(1-z)^{q-p-1} e^{z t} \tag{2}
\end{array}
$$

By deforming this contour, we get the asymptotic expansions:

$$
\begin{gather*}
F(p ; q ; t)=\frac{\Gamma(q)}{\Gamma(q-p)}(+t)^{-p} g(p ; p-q+1 ;-t) e^{i \pi p \sigma} \\
\quad+e^{t} t^{p-q} \frac{\Gamma(q)}{\Gamma(p)} g(1-p ; q ; t)  \tag{3}\\
H(p ; q ; t)=\frac{\Gamma(p+1-q)}{\Gamma(1-q)} t^{-p} g(p ; p-q+1 ;-t) \tag{4}
\end{gather*}
$$

[^7]when $-\frac{1}{2} \pi \leqq \arg t \leqq \frac{1}{2} \pi$, where
\[

$$
\begin{gathered}
\sigma=\operatorname{sign}(\arg t) \\
g(p ; q ; t) \sim \sum_{n=0}^{\infty} \frac{\Gamma(n+q) \Gamma(n+p)}{\Gamma(q) \Gamma(p) n!} t^{-n}
\end{gathered}
$$
\]

The integral representations (24) and (25) are easily established: (24) by direct evaluation of the integral, and (25) by noting that the integral satisfies the differential equation (1), and that it has the same leading term in the asymptotic expansion as $H$, as given by (4).

Let us now study $K\left(x_{1}, x_{2} ; z\right)$. If we write (for the case $\left.x_{1}<x_{2}\right)$ :

$$
\begin{array}{r}
K\left(x_{1}, x_{2} ; z\right)=\sum_{n=0}^{1} \sum_{m=0}^{1} A_{m n} F\left(a+n, b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right) \\
\times H\left(a+m ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right), \tag{5}
\end{array}
$$

we may write

$$
\begin{align*}
& K\left(x_{1}, x_{2} ; z\right)= K^{\prime}\left(x_{1}, x_{2} ; z\right)+K^{\prime \prime}\left(x_{1}, x_{2} ; z\right),  \tag{6}\\
& K^{\prime}\left(x_{1}, x_{2} ; z\right)=\sum_{n=0}^{1} \sum_{m=0}^{1} A_{m n} F\left(a+n ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right) \\
& \times F\left(a+m ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right),  \tag{7}\\
& K^{\prime \prime}\left(x_{1} x_{2} ; z\right)=\sum_{n=0}^{1} \sum_{m=0}^{1} A_{m n} F\left(a+n ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right) \\
& \times G\left(a+m ; b ;-2 i x\left(z^{2}-1\right)^{\frac{1}{2}}\right) .  \tag{8}\\
& \text { Let } \quad\left[w^{(g)}(x ; z)\right] \equiv {\left[w^{(1)}(x ; z)\right]-\left[w^{(2)}(x ; z)\right] . }
\end{align*}
$$

We shall study the behavior of $K^{\prime \prime}$ as we pass the cut in the $z$-plane. Let us denote: (where $f(z)$ is a function of $z$ )

$$
\begin{gather*}
p>1 \text { or } p<-1, \\
f_{+}(p)=\lim _{z \rightarrow p+0 \cdot i} f(z), \quad f_{-}(p)=\lim _{z \rightarrow p-0 . i} f(z),  \tag{10}\\
\left(p^{2}-1\right)_{+}^{\frac{3}{2}}=-\left(p^{2}-1\right)_{-}^{\frac{3}{2}},  \tag{11}\\
b-1=a_{+}+a_{-},  \tag{12}\\
\left|\lambda_{+}\right|=\left|\lambda_{-}\right|=\left|a_{+}\right|=\left|a_{-}\right|,  \tag{13}\\
(p-1)_{+}^{\frac{1}{2}} /(p-1)_{-}^{\frac{1}{2}}=-p /|p|,  \tag{14}\\
F_{+}\left(a ; b ;-2 i x\left(p^{2}-1\right)^{\frac{1}{2}}\right) \\
=\exp \left[2 i x\left(p^{2}-1\right)^{\frac{1}{2}}-\right] F_{-}\left(a+1 ; b ;-2 i x\left(p^{2}-1\right)^{\frac{1}{2}}\right), \tag{15}
\end{gather*}
$$

$$
w_{1-}^{(1)}=-(-1)^{s} \frac{p}{|p|} \frac{|\lambda|^{2}}{\lambda_{+} a_{+}} \cdot w_{1+}^{(1)}
$$

$$
w_{2-}^{(1)}=-(-1)^{s} \frac{p}{|p|} \frac{|\lambda|^{2}}{\lambda_{+} a_{+}} w_{2+}^{(1)}
$$

$$
\begin{equation*}
w_{1-}^{(g)}=(-1)^{-s} \frac{p}{|p|} \frac{|\lambda|^{2}}{\lambda_{+} a_{+}} \frac{\Gamma\left(1-a_{+}\right) \Gamma\left(a_{+}\right)}{\Gamma\left(1-a_{-}\right) \Gamma\left(a_{-}\right)} w_{1+}^{(g)}, \tag{16}
\end{equation*}
$$

$$
w_{2_{-}}(g)=(-1)^{-s} \frac{p}{|p|} \frac{|\lambda|^{2}}{\lambda_{+} a_{+}} \frac{\Gamma\left(1-a_{+}\right) \Gamma\left(a_{+}\right)}{\Gamma\left(1-a_{-}\right) \Gamma\left(a_{-}\right)} w_{2+}^{(g)},
$$

$$
\begin{equation*}
K_{-}(p)=-\frac{a_{-} \lambda_{-} \Gamma\left(a_{+}\right) \Gamma\left(1-a_{+}\right)}{a_{+} \lambda_{+} \Gamma\left(a_{-}\right) \Gamma\left(1-a_{-}\right)} K_{+}(p) \tag{17}
\end{equation*}
$$

Thus:

$$
\begin{equation*}
K_{-}^{\prime \prime}\left(x_{1}, x_{2} ; p\right)=K_{+}^{\prime \prime}\left(x_{1}, x_{2} ; p\right) . \tag{18}
\end{equation*}
$$

By inspection, we see that $K^{\prime \prime}$ has no poles, and that $K^{\prime \prime}$ is regular at $z=1$ and $z=-1$. Thus; $K^{\prime \prime}\left(x_{1}, x_{2} ; z\right)$ is a single-valued analytic function in the whole complex plane. It follows that $K^{\prime \prime}$ when integrated along $E(R)$ or $P(R)$ gives zero. The charge density could thus have been defined only in terms of $K^{\prime}$. However, an examination of the asymptotic behavior of $K^{\prime}$ using (3) shows that then the method of deforming the contours so that all physically significant contributions would come from the integral along the imaginary axis would fail.

Concerning $K^{\prime}$ we see that possible poles are located at the zeros of $K(z)$, i.e., at the points where $a$ is a nonpositive integer. A closer examination shows that the poles are precisely at the bound-state eigenvalues, and the correctly normalized bound-state eigenfunctions may be obtained from the residues of $K^{\prime}$ at these poles. The correctly normalized continuum state eigenfunctions may likewise be obtained by considering the sum of the integrals of $K^{\prime}$ over the contours $L_{1}\left(R ; R^{\prime}\right)$ and $L_{2}\left(R ; R^{\prime}\right)$, letting $R$ go to $R^{\prime}$.

Let us now consider the time-dependent radial equation:

$$
\begin{equation*}
\left(D_{x_{1}}+i \partial / \partial \tau\right)\left[\phi\left(x_{1} ; \tau\right)\right]=0 . \tag{19}
\end{equation*}
$$

Let $C$ be some contour in the cut $z$-plane, which does not go through a pole of $K\left(x_{1} x_{2} ; z\right)$. Let

$$
\begin{equation*}
\left(G_{C}\left(x_{1}, x_{2} ; \tau\right)\right)=\frac{1}{2 \pi i} \int_{C} d z\left(K\left(x_{1}, x_{2} ; z\right)\right) e^{-i \boldsymbol{\tau} z} \tag{20}
\end{equation*}
$$

Consider in particular the contours $P(R)$ and $E(R)$. These contours define transformations $G_{E(R)}$ and $G_{P(R)}$ such that if $[f(x)]$ is some "physically well behaved" function, then:

$$
\begin{align*}
& {[f(x ; \tau)]_{E(R)}=\int_{0}^{\infty} d y\left(G_{E(R)}(x, y ; \tau)\right)[f(y)]}  \tag{21}\\
& {[f(x ; \tau)]_{P(R)}=\int_{0}^{\infty} d y\left(G_{P(R)}(x, y ; \tau)\right)[f(y)]} \tag{22}
\end{align*}
$$

are solutions of the time-dependent radial equation.
This result is easily verified formally by substituting (21) or (22) into (20), and inverting the order of integration and differentiation.

For certain functions $f$ the transformed functions approach a limit as $R$ goes to infinity. In this case,

$$
\begin{equation*}
[f(x ; 0)]_{E}+[f(x ; 0)]_{P}=[f(x)] \tag{23}
\end{equation*}
$$

We can see this in a somewhat unprecise way as follows: Let $f(x)$ be expanded in terms of the radial eigenfunctions, (both discrete and continuum eigenfunctions), and let $f$ be such that there is a $c_{0}$ such that no eigenfunction occurs in the expansion whose eigenvalue is larger in absolute value than $c_{0}$. Let $R$ be larger than
$c_{0}$. Using the radial equation inside the integrals (21) and (22), and letting $\tau \rightarrow 0$, the result (23) follows readily, provided that the interchanges of order of differentiation and integration are allowed.
All these remarks are purely formal; to be more precise means essentially to prove an expansion theorem for the radial eigenfunctions.

We thus see that the transformations (20) play the role of time development transformations ("propagation functions"), and various types of such functions can be constructed by selecting suitable contours.

The procedure here outlined makes possible the construction of radial propagation functions for each $k$. From the matrix elements of the radial propagation functions and products of spherical harmonics, we may construct the corresponding propagation functions of the full Dirac equation in the case of a Coulomb field, in the form of a sum over $k$. If we let the strength of the Coulomb field go to zero, the sum over $k$ can be explicitly carried out, and we obtain the usual propagation functions for a free Dirac field.

## APPENDIX II

We prove here that

$$
\int_{0}^{\infty} d y W^{\prime \prime \prime}(p ; y)
$$

is an analytic function of $p$ and $\gamma$ in the region

$$
\operatorname{Re}[p]>0 ; \quad|\gamma|<1
$$

Writing

$$
\begin{equation*}
x=(1-t) /[1+t(u-1)] \tag{1}
\end{equation*}
$$

then, after performing an integration by parts, we may write $W^{\prime \prime \prime}$ in the form

$$
\begin{gather*}
W^{\prime \prime \prime}(p ; y)=W_{1}^{\prime \prime \prime}(p ; y)+W_{2}{ }^{\prime \prime \prime}(p ; y), \\
W_{1}^{\prime \prime \prime}(p ; y)=\int_{0}^{1} d x \sum_{k=1}^{\infty} T_{1}{ }^{(k)}(p ; y ; x),  \tag{2}\\
W_{2}^{\prime \prime \prime}(p ; y)=\int_{0}^{1} d x \sum_{k=1}^{\infty} T_{2}{ }^{(k)}(p ; y ; x), \\
T_{1}{ }^{(k)}(p ; y ; x) \quad\left(1+y^{2}\right)^{\frac{1}{2}}, \\
=-\frac{\gamma}{\rho^{3}}\left[\frac{1}{1+x(u-1)}+\frac{1}{x[1+u-x]}\right]\left\{k Q^{s} \cos g\right. \\
T_{2}^{(k)}(p ; y ; x) \\
=-\frac{2 \gamma y^{2}}{\rho^{3}} \frac{u}{[1+u-x][1+x(u-1)]}\left\{\left[k Q^{s} \cos g\right.\right.  \tag{3}\\
\left.-Q^{k}\left(k-\frac{1}{2} k Q^{k} g^{2}-\frac{1}{2} \gamma^{2} Q^{k} \ln Q\right]\right\}, \\
\left.\left.\left.\left.-\left(k^{2} g-\frac{1}{2} \gamma^{2} \ln Q\right)\right]-\frac{\rho}{\gamma} k^{2} g^{3}+\frac{1}{2} k \gamma^{2} g \ln Q-\frac{1}{2} \gamma^{2} g\right) Q^{k}\right]\right\} .
\end{gather*}
$$

It is the behavior of the $T^{(k)}$ at $x=0$ and $x=1$ which prevents the analyticity properties of the integral over $W^{\prime \prime \prime}$ from being almost self evident. We therefore split the $x$-integration into three intervals

$$
\begin{equation*}
0 \leqq x \leqq \epsilon ; \quad \epsilon \leqq x \leqq 1-\delta ; \quad 1-\delta \leqq x \leqq 1, \tag{5}
\end{equation*}
$$

with

$$
0<\epsilon<\frac{1}{4} ; \quad 0<\delta<\frac{1}{4} .
$$

We consider the region

$$
\begin{equation*}
\operatorname{Re}\{p\} \geqq 0 ; \quad|\gamma| \leqq \gamma_{0}<1 \tag{6}
\end{equation*}
$$

The idea of the proof is to show that the integral over the central interval has the desired analyticity properties, and the other two integrals tend to zero with $\epsilon$ and $\delta$, uniformly in the region defined by (6).
We have

$$
\begin{equation*}
\operatorname{Re}\left\{\left(1-\gamma^{2}\right)^{\frac{1}{2}} \pm \frac{i \gamma y}{\rho}\right\} \geqq \mu>0 \tag{7}
\end{equation*}
$$

for some $0<\mu<\frac{1}{2}$, depending on $\gamma_{0}$ only.

$$
\begin{aligned}
& Q=x[1+x(u-1)] /[1+u-x], \\
& g=\frac{\gamma y}{\rho} \ln \left\{\frac{x[1+u-x]}{[1+x(u-1)]}\right\} .
\end{aligned}
$$

We consider $W_{2}{ }^{\prime \prime \prime}$. Let

$$
\begin{aligned}
& A_{2}(p ; y ; \gamma)=\int_{0}^{\epsilon} d x \sum_{k=1}^{\infty} T_{2}{ }^{(k)}, \\
& B_{2}(p ; y ; \gamma)=\int_{\epsilon}^{1-\delta} d x \sum_{k=1}^{\infty} T_{2}{ }^{(k)}, \\
& C_{2}(p ; y ; \gamma)=\int_{1-\delta}^{1} d x \sum_{k=1}^{\infty} T_{2}{ }^{(k)} .
\end{aligned}
$$

(a) Let $0 \leqq x \leqq \epsilon$. Then there is a $K_{0}$, independent of $p, y, \gamma, \epsilon, x$ such that:

$$
\begin{align*}
\left|Q^{\left(1-\gamma^{2}\right)^{2}} \cos g\right| & \leqq x^{\mu} K_{0}, \\
\mid Q^{\left(1-\gamma^{2}\right)^{2} \sin g \mid} & \leqq x^{\mu} K_{0}, \\
|Q g| & \leqq x^{\mu} K_{0}, \\
\left|Q g^{2}\right| & \leqq x^{\mu} K_{0},  \tag{8}\\
\left|Q g^{3}\right| & \leqq x^{\mu} K_{0}, \\
|Q \ln Q| & \leqq x^{\mu} K_{0}, \\
|Q g \ln Q| & \leqq x^{\mu} K_{0} .
\end{align*}
$$

Furthermore,

$$
\begin{align*}
|Q| \leqq \frac{1}{4}, \quad\left|Q^{\left(k^{2}-\gamma^{2}\right)^{2}}\right| & \leqq x^{\mu} K_{0}\left(\frac{1}{4}\right)^{k-1} \\
\left|\frac{1}{1+u-x}\right| & \leqq \frac{2}{|1+u|}  \tag{9}\\
\int_{0}^{\epsilon}\left|\frac{x^{\mu}}{1+x(u-1)}\right| d x & \leqq \frac{1}{\mu} \epsilon^{\mu} \frac{1}{|1+u|} .
\end{align*}
$$

Then,

$$
\begin{equation*}
A_{2}(p ; y ; \gamma)=\sum_{k=1}^{\infty} \int_{0}^{\epsilon} d x \cdot T_{2}{ }^{(k)} \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|A_{2}(p ; y ; \gamma)\right| \leqq K_{1} \epsilon^{\mu} \frac{y}{1+y^{2}} \cdot \frac{|u|}{|1+u|^{2}} \tag{11}
\end{equation*}
$$

for some $K_{1}$ independent of $p, y, \gamma$, and $\epsilon$. Also,

$$
\begin{equation*}
\left|\int_{0}^{\infty} d y \cdot A_{2}(p ; y ; \gamma)\right| \leqq K_{2} \epsilon^{\mu} \frac{|p|}{1+|p|}, \tag{12}
\end{equation*}
$$

for some $K_{3}$ independent of $p, \gamma$, and $\epsilon$.
(b) Let $\epsilon \leqq x \leqq 1-\delta$. Then

$$
\begin{gather*}
|Q| \leqq 1-\delta \\
B_{2}(p ; y ; \gamma)=\sum_{k=1}^{\infty} \int_{\epsilon}^{1-\delta} d x \cdot T_{2}{ }^{(k)}, \tag{13}
\end{gather*}
$$

and $B_{2}(p ; y ; \gamma)$ is an analytic function of $p$ and $\gamma$ in the region

$$
|\gamma|<\gamma_{0}, \quad \operatorname{Re}\{p\}>0
$$

Furthermore,

$$
\begin{equation*}
\left|B_{2}(p ; y ; \gamma)\right| \leqq K_{3} \frac{y}{1+y^{2}} \frac{|u|}{|1+u|^{2}}, \tag{14}
\end{equation*}
$$

for some $K_{3}$ independent of $p, y$, and $\gamma$. Then,

$$
\int_{0}^{\infty} d y \cdot B_{2}(p ; y ; \gamma)
$$

is an analytic function of $p$ and $\gamma$ in the region

$$
|\gamma|<\gamma_{0}, \quad \operatorname{Re}\{p\}>0
$$

and

$$
\begin{equation*}
\left|\int_{0}^{\infty} d y B_{2}(p ; y ; \gamma)\right| \leqq K_{4} \frac{|p|}{1+|p|} \tag{15}
\end{equation*}
$$

for some $K_{4}$ independent of $p$ and $\gamma$.
(c) Let $1-\delta \leqq x \leqq 1$. Then,

$$
\begin{array}{r}
|\ln Q| \leqq 3(1-x) \leqq \frac{3}{4}, \quad|g| \leqq 3(1-x) \leqq \frac{3}{4} \\
\left\lvert\, k Q^{s} \cos g-Q^{k}\left(\left.k-\frac{1}{2} k g^{2}-\frac{1}{2} \gamma^{2} \ln Q \right\rvert\, \leqq K_{5}(1-x)^{4} x^{k} k\right.\right. \\
\left\lvert\, k s Q^{s} \sin g-Q^{k}\left(\left.k^{2} g-\frac{1}{6} k^{2} g^{3}+\frac{1}{2} k \gamma^{2} g \ln Q-\frac{1}{2} \gamma^{2} g \right\rvert\,\right.\right. \\
\leqq K_{5}(1-x)^{5} x^{k} k^{2}
\end{array}
$$

for some $K_{5}$ independent of $p, y, \gamma$, and $\delta$. Also,

$$
\begin{gather*}
\left|\sum_{k=1}^{\infty} \int_{1-\delta}^{1} d x T_{2}{ }^{(k)}\right| \leqq K_{6} \frac{|u|}{|1+u|^{2}} \frac{y \delta}{\left[1+y^{2}\right]^{\prime}}, \\
\left|C_{2}(p ; y ; \gamma)\right| \leqq K_{6} \frac{|u|}{|1+u|^{2}} \frac{y \delta}{\left[1+y^{2}\right]}, \tag{16}
\end{gather*}
$$

for some $K_{6}$ independent of $p, \gamma, \delta$, and $y$. Then,

$$
\begin{equation*}
\left|\int_{0}^{\infty} C_{2}(p ; y ; \gamma) d y\right| \leqq K_{7} \delta \frac{|p|}{1+|p|} \tag{17}
\end{equation*}
$$

for some $K_{7}$ independent of $p, \gamma, \delta$.
(d) Thus

$$
\int_{0}^{\infty} d y W_{2}^{\prime \prime \prime}(p ; y)
$$

is an analytic function of $p$ and $\gamma$ in the region:

$$
|\gamma|<\gamma_{0} ; \quad \operatorname{Re}\{p\}>0 .
$$

Furthermore

$$
W_{2}^{\prime \prime \prime}(p ; y)=\int_{0}^{1} d x \sum_{k=1}^{\infty} T_{2}^{(k)}=\sum_{k=1}^{\infty} \int_{0}^{1} d x T_{2}^{(k)}
$$

and

$$
\begin{equation*}
\left|\int_{0}^{\infty} d y W_{2}^{\prime \prime \prime}(p ; y)\right| \leqq K_{8} \frac{|p|}{1+|p|} \tag{18}
\end{equation*}
$$

for some $K_{8}$, depending on $\gamma_{0}$ only.
The proof for $W_{1}^{\prime \prime \prime}$ is entirely similar, only the estimate now becomes

$$
\begin{equation*}
\left|\int_{0}^{\infty} d y W_{1}^{\prime \prime \prime}(p ; y)\right| \leqq \frac{K_{9}}{1+|p|} \tag{19}
\end{equation*}
$$

for some $K_{9}$ depending on $\gamma_{0}$ only.
Using similar methods, we may prove that the order of integration over $t$ and summation over $k$ may be reversed in the expression for $W^{(3)}$, and the analytic properties of $W^{(3)}$ may be studied using (47) in the text.

Concerning the derivation of the expression (64) for $\lambda^{\prime \prime \prime}(y)$, we see that the contribution from $W_{2}{ }^{\prime \prime \prime}$ vanishes because of (12), (14) and (17). To find the contribution from $W_{1}{ }^{\prime \prime \prime}$ we may set $u=0$ in $T_{1}{ }^{(k)}$ in (3) and expand the denominators in powers of $x$. Integrating the double series term by term we get (64):

In deriving (65), we first note that $W_{1}{ }^{\prime \prime \prime}$ gives no contribution because of (19). The constant comes from integrating $\lambda^{\prime \prime \prime}(y)$, and from $W_{2}{ }^{\prime \prime \prime}$. To find the contribution from $W_{2}^{\prime \prime \prime}$ we replace $t$ and $y$ by the new variables (which may be justified):

$$
\begin{equation*}
\zeta=\frac{1}{1+u t} ; \quad \eta=\frac{[1-t][1+u t]}{[1+t(u-1)]} . \tag{20}
\end{equation*}
$$

We let $p \rightarrow \infty$ and get

$$
\begin{aligned}
\lim _{p \rightarrow \infty} & \int_{0}^{\infty} d y W_{2}^{\prime \prime \prime}(p ; y) \\
= & -\gamma \int_{0}^{1} d \xi \int_{0}^{1} d \eta[1-\xi \eta]^{-2} \sum_{k=1}^{\infty}\left\{k \xi^{2 s} \eta^{s} \cos [\gamma \ln \eta]\right. \\
& -\frac{1}{\gamma} k s \xi^{2 s} \eta^{s} \sin [\gamma \ln \eta]+k^{2} \xi^{2 k} \eta^{k}[\ln \eta]-k \xi^{2 k} \eta^{k}
\end{aligned}
$$

$$
\begin{align*}
&-\frac{1}{6} k^{2} \xi^{2 k} \eta^{k}\left[\ln ^{3} \eta\right]+\frac{1}{2} k \xi^{2 k} \eta^{k}[\ln \xi] \\
&\left.-\frac{1}{2}[\ln \xi][\ln \eta] \xi^{2 k} \eta^{k}\right\} . \tag{21}
\end{align*}
$$

We then expand $[1-\zeta \eta]^{-2}$ in a power series, and integrate the resulting double series term by term.

The expression (66) can be derived by similar methods. It may be noted that a certain care has to be exercised in all these integrations, especially in the regions

$$
t \sim 0 ; \quad t \sim 1 ; \quad y \sim \infty
$$

## APPENDIX III

We consider the Euler-Heisenberg Lagrangian density ${ }^{20,21}$ :

$$
L[x]=\frac{1}{2} \epsilon_{0} E^{2}+\frac{e^{4} E^{4} \hbar}{360 \pi^{2} m_{0}{ }^{4} c^{7}}+O\left(E^{6}\right) .
$$

$E$ is the electric field strength, and the magnetic field has been put equal to zero. We assume that the field can be derived from a spherically symmetric potential, and thus get the field equations from the variational principle:

$$
\mathrm{E}=-\nabla V(r), \quad \delta \int_{0}^{\infty} r^{2} d r L\{V(r)\}=0
$$

or

$$
\frac{d}{d r}\left\{r^{2} \epsilon_{0} \frac{d V}{d r}+\frac{e^{4} \hbar}{90 \pi^{2} m_{0}{ }^{4} c^{7}}\left(\frac{d V}{d r}\right)^{3}+O\left(\frac{d V}{d r}\right)^{5}\right\}=0 .
$$

Assuming the leading term to be a Coulomb potential, we immediately get the asymptotic form of the potential:

$$
V(r)=\frac{e Z}{4 \pi \epsilon_{0} r}\left\{1-\frac{2 Z^{2} \alpha^{3}}{225 \pi}\left(\frac{\hbar}{m_{0} c r}\right)^{4}+O\left(\frac{1}{r^{8}}\right)\right\} .
$$

This agrees with (60).

## APPENDIX IV

(a) We may define a function $\psi(n ; x)$, when $|x|<1$ by the power series:

$$
\psi(n ; x)=\sum_{k=1}^{\infty} \frac{x^{k}}{k^{n}}
$$

We shall study only $\psi(2 ; x)$, which occurs in the expression for $\bar{W}^{(3)}$. We have the integral representation:

$$
\psi(2 ; x)=-\int_{0}^{1} \frac{d t}{t} \ln [1-t x]
$$

when $|x|<1$. Introducing an appropriate cut in the $x$-plane, we may continue $\psi$, using the integral repre-

[^8]sentation. In particular we get the relations:
\[

$$
\begin{aligned}
\psi(2 ; 1-x) & =\psi(2 ; 1)-[\ln x][\ln (1-x)]-\psi(2 ; x) \\
\psi(2 ;-x) & =-\psi(2 ; 1)-\frac{1}{2} \ln ^{2} x-\psi\left(2 ;-\frac{1}{x}\right) \\
\psi(2 ;-1) & =-\frac{1}{2} \psi(2 ; 1) \\
\psi\left(2 ; \frac{1}{2}\right) & =\frac{1}{2} \psi(2 ; 1)-\frac{1}{2} \ln ^{2}(2), \\
\psi(2 ; 1) & =\zeta(2)
\end{aligned}
$$
\]

(b) In deriving (66) and (67), we have to evaluate certain double series. We shall tabulate the sums we have evaluated, and indicate the method. Let $p>1$ and $q>1$. Then:

$$
\begin{aligned}
\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} & {\left[\frac{1}{m^{p}(m+n)^{q}}+\frac{1}{m^{q}(m+n)^{p}}\right] } \\
& =\sum_{n=1}^{\infty} \sum_{m=n+1}^{\infty}\left[\frac{1}{m^{p} n^{q}}+\frac{1}{m^{q} n^{p}}\right]=\zeta(p) \zeta(q)-\zeta(p+q)
\end{aligned}
$$

Let $r \geqq 1$ ( $r$ an integer). Then

$$
\begin{aligned}
\sum_{n=1}^{\infty} & \sum_{m=1}^{\infty} \frac{1}{m n(m+n)^{r}} \\
= & (-1)^{r}[(r-1)!]^{-1} \int_{0}^{1} \frac{d x}{x}\left[\ln ^{r-1} x\right]\left[\ln ^{2}(1-x)\right] \\
= & (-1)^{r-1}[(r-1)!]^{-1} \lim _{y \rightarrow+0} \frac{\partial^{r-1}}{\partial y^{r-1}} \\
& \times\left\{\lim _{\epsilon \rightarrow 0} \frac{\partial^{2}}{\partial \epsilon^{2}} \int_{0}^{1} d x x^{y-1}(1-x)^{\epsilon}\right\} \\
= & (-1)^{r-1}[(r-1)!]^{-1} \lim _{y \rightarrow+0} \frac{\partial^{r-1}}{\partial y^{r-1}} \lim _{\epsilon \rightarrow 0} \frac{\Gamma(y) \Gamma(1+\epsilon)}{\Gamma(1+y+\epsilon)} \\
& \times\left\{\sum_{n=1}^{\infty}\left[\frac{1}{(n+\epsilon)^{2}}-\frac{1}{(n+\epsilon+y)^{2}}\right]\right. \\
& {\left.\left[\sum_{n=1}^{\infty}\left(\frac{1}{n+\epsilon+y}-\frac{1}{n+\epsilon}\right)\right]^{2}\right\} }
\end{aligned}
$$

$$
=(r+1) \zeta(2+r)-\sum_{l=0}^{r-2} \zeta(2+l) \zeta(r-l)
$$

Using these results, we may easily construct the table:

$$
\begin{aligned}
& \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{m(m+n)^{2}}=\zeta(3), \\
& \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{m(m+n)^{3}}=\frac{3}{2} \zeta(4)-\frac{1}{2} \zeta^{2}(2), \\
& \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{m^{2}(m+n)^{2}}=\frac{1}{2} \zeta^{2}(2)-\frac{1}{2} \zeta(4), \\
& \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{m(m+n)^{4}}=2 \zeta(5)-\zeta(2) \zeta(3), \\
& \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{m^{2}(m+n)^{3}}=3 \zeta(2) \zeta(3)-(11 / 2) \zeta(5), \\
& \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{m^{3}(m+n)^{2}}=(9 / 2) \zeta(5)-2 \zeta(2) \zeta(3), \\
& \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{m(m+n)^{5}}=\frac{3}{4} \zeta(6)-\frac{1}{2} \zeta^{2}(3), \\
& \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{m^{2}(m+n)^{4}}=\zeta^{2}(3)-(4 / 3) \zeta(6), \\
& \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{m^{3}(m+n)^{3}}=\frac{1}{2} \zeta^{2}(3)-\frac{1}{2} \zeta(6), \\
& \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{m^{4}(m+n)^{2}}=\zeta(2) \zeta(4)-\zeta^{2}(3)+\frac{1}{3} \zeta(6), \\
& \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{(m+n)^{p}}=\zeta(p-1)-\zeta(p) ; \quad p \geqq 3, \\
& \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{m}{(m+n)^{p+1}}=\frac{1}{2}[\zeta(p-1)-\zeta(p)] ; \quad p \geqq 3 .
\end{aligned}
$$

The last two relations are trivial if one chosen $(m+n)$ as a new variable of summation.

To evaluate these sums numerically, we have used the tables of Davies for the Riemann zeta function for integral arguments. ${ }^{22}$
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