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Refik Mansuroglu ,1,* Arsalan Adil ,2 Michael J. Hartmann ,1 Zoë Holmes,3 and
Andrew T. Sornborger4

1
Department of Physics, Friedrich-Alexander Universität Erlangen-Nürnberg (FAU), Staudtstraße 7,

91058 Erlangen, Germany
2
Center for Quantum Mathematics and Physics, and Department of Physics and Astronomy, University of

California, Davis, One Shields Avenue, Davis, California 95616, USA
3
École Polytechnique Fédérale de Lausanne, 1015 Lausanne, Switzerland

4
Information Sciences, Los Alamos National Laboratory, Los Alamos, New Mexico 87544, USA

 (Received 14 February 2024; revised 24 April 2024; accepted 17 June 2024; published 10 July 2024)

The Schmidt decomposition is the go-to tool for measuring bipartite entanglement of pure quantum
states. Similarly, it is possible to study the entangling features of a quantum operation using its operator-
Schmidt or tensor-product decomposition. While quantum technological implementations of the former
are thoroughly studied, entangling properties on the operator level are harder to extract in the quantum
computational framework because of the exponential nature of sample complexity. Here, we present an
algorithm for unbalanced partitions into a small subsystem and a large one (the environment) to compute
the tensor-product decomposition of a unitary the effect of which on the small subsystem is captured in
classical memory, while the effect on the environment is accessible as a quantum resource. This quan-
tum algorithm may be used to make predictions about operator nonlocality and effective open quantum
dynamics on a subsystem, as well as for finding low-rank approximations and low-depth compilations of
quantum circuit unitaries. We demonstrate the method and its applications on a time-evolution unitary of
an isotropic Heisenberg model in two dimensions.
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I. INTRODUCTION

Entanglement is a defining feature of quantum theory
[1]. The powerful capability of sharing information in a
superposition of coupled states within a composite sys-
tem still fascinates and puzzles physicists even 100 years
after the advent of quantum physics. Entanglement is used
as a fundamental resource for quantum computing and
has launched an entirely new paradigm for information
processing [2].

For a fixed Hilbert-space partition, H ∼= HA ⊗ HB,
the Schmidt decomposition of a pure state, |ψ〉, into ten-
sor products, |ψ〉 =∑r

k=1 σk|ak〉 ⊗ |bk〉, reveals features
about the shared entanglement between the two subsys-
tems, HA and HB. A disentangled state, or tensor-product
state, will consist of a single nonzero term, while an entan-
gled state will have a Schmidt rank r > 1. Analogously, we
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can define the tensor-product decomposition (TPD) [3] or
operator-Schmidt decomposition [4] of a unitary operator,
U, via

U =
R∑

k=1

sk Ak ⊗ Bk. (1)

Here, Ak ∈ L (HA), Bk ∈ L (HB) are linear operators act-
ing on the subsystems HA/B and the rank, R, is the minimal
number of nonzero terms in the TPD. Without loss of
generality, we can impose the Ak and Bk to be orthog-
onal with respect to the Hilbert-Schmidt inner product
and normalized to ‖Ak‖2 = dA := dim(HA) and ‖Bk‖2 =
dB := dim(HB) using the 2-norm ‖·‖. Note that Ak and Bk
are not unitary, in general. Furthermore, the sk are non-
negative real numbers that are constrained to sum up to
one, by unitarity of U, i.e.,

∑R
k s2

k = 1 (for details, see
Appendix A).

As a theoretical tool, TPD has previously been used
to classify the nonlocal and entangling content of uni-
taries [5–7] and also for analysis of the time evolution
of quantum many-body systems [8] and quantification of
quantum chaos [9,10]. Recently, TPD has been used
to construct entanglement witnesses [11]. While these
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advances motivate a systematic method to obtain the TPD
of a quantum operator, current approaches are limited to
classical resources.

Van Loan and Pitsianis [3,12] have developed a clas-
sical algorithm to find the TPD of an operator T, not
necessarily unitary, using the singular-value decomposi-
tion of a reordered version of T. In quantum information
processing, the operator of interest will typically require
classical memory that grows exponentially in the num-
ber of qubits, making such classical methods inaccessi-
ble. While the measurement of Schmidt decompositions
on quantum states has already been thoroughly studied
[13–15], works on the operator level remain limited to
specific problems that can be treated analytically [5,7,16].

Here, we bring the tensor-product decomposition into a
quantum algorithmic framework. In particular, we present
a hybrid quantum-classical algorithm that performs the
quantum tensor-product decomposition (QTPD) described
in Eq. (1) for a unitary matrix U with a known quan-
tum circuit representation. If we assume an asymmetric
split for which dA � dB, QTPD provides the operators Ak
in classical memory, whereas the Bk are accessed as a
quantum resource distilled out of U. The complete
algorithm is visualized in Fig. 1.

We discuss a number of immediate applications and
new directions for future research that are enabled with
QTPD. Alongside low-rank approximations, QTPD pro-
vides a tool for studying entanglement, with application
to entanglement witnesses and measures of entanglement
generation [6,11], classically assisted simulation of (open)
quantum dynamics [17–19], and low-depth compilation
techniques [20]. The fact that the Ak are stored classi-
cally goes hand in hand with the philosophy of hybrid
quantum computing, which is to use quantum resources
as little as possible but in the most crucial step. We note,
however, that QTPD collects all necessary data from the
quantum computer at the start of the algorithm and does
not require a hybrid quantum-classical optimization loop
[21]. We demonstrate QTPD and its applications on the
time-evolution operator of an isotropic Heisenberg model.

II. QUANTUM TENSOR-PRODUCT
DECOMPOSITION

We introduce QTPD in two steps. First, a matrix rep-
resentation of the action on HA is captured via tomog-
raphy and, second, we discuss a distillation technique

FIG. 1. A summary of quantum tensor-product decomposition (QTPD). Given a unitary operation U as a quantum resource, it is
decomposed into the form of Eq. (1) in two steps. First, the Choi state of U is prepared and tomography is performed on the subsystem
HA. The classical snapshot ρT of the state ρ of subsystem HA is then classically diagonalized to obtain the tensors Ak and the Schmidt
values sk [cf. Eq. (3)]. With this classical information, the nonlocality measure SA(U) introduced in Eq. (17) can be calculated. The
action of U on the environment via Bk is consequently obtained by a measurement of the observable Pk from Eq. (4) on the subsystem
HA. The green boxes denote fully classical steps and the blue boxes denote steps where a quantum computer is used.
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to subsequently capture the action on HB as a quan-
tum channel. We finally compare the required resources
for QTPD against its classical competitor, discuss possi-
ble adaptations for the near term, and comment on error
propagation.

A. The algorithm

We start with a unitary operator U that is accessible as
a quantum resource (i.e., it is accessible as an oracle or its
circuit representation is known). Our aim is to get a clas-
sical snapshot of the reduced action of U on HA, which is
implicit in the operators Ak in Eq. (1). Consider the action
of U on the two generalized Bell states

|�+
A/B〉 = 1√

dA/B

dA/B∑

i=1

|i〉|i〉, (2)

which are states on two copies of the subsystems HA
and HB, respectively (cf. the first circuit in Fig. 1).
After tracing out HB from U

(|�+
A 〉 ⊗ |�+

B 〉), we are
left with the mixed state of the vectorizations vec(Ak) =
(1/

√
dA)
∑dA

i |i〉Ak|i〉, i.e.,

ρA(U) = 1
dA

R∑

k

s2
k vec(Ak)vec(Ak)

†, (3)

which can be derived using the orthonormality of the Ak
and Bk (see Appendix B 1). Unvectorizing the vec(Ak) is
exponentially hard, in general [22]. Since dA is assumed to
be much smaller than dB, a tomography of the state ρA(U)
can be taken and stored as a classical snapshot. Diagonal-
izing ρA(U) finally yields the eigenvectors vec(Ak) with
corresponding eigenvalues s2

k . Note that this is mathemati-
cally equivalent to finding one half (on HA) of the Schmidt
decomposition of the Choi state of U.

The above algorithm not only yields information about
sk and Ak but we can also find Bk as a quantum resource.
Once the Ak are found, one can distill out the individual Bk.
That is, given a state |ψ〉, one can prepare Bk|ψ〉. This is
done via a partial measurement of the projector

Pk = Ak|�+
A 〉〈�+

A |A†
k (4)

on the state U
(|�+

A 〉 ⊗ |ψ〉) (cf. the second circuit in
Fig. 1 and see Appendix B 2 for a derivation). The pro-
jectors, Pk, are orthogonal, i.e., PkPl = δklPk, which is a
direct consequence of the orthonormality of the Ak. As
a result, they can be simultaneously measured, such that
every shot of the distillation circuit (cf. Fig. 1) yields the
normalized output state Bk|ψ〉/‖Bk|ψ〉‖ with probability
pk = s2

k ‖Bk|ψ〉‖2. Note that
∑R

k=1 pk = 1 from unitarity of
U (for details, see Appendix B 2).

If one is interested in the action of a specific Bk only,
the distillation process involves postselection on the out-
come of the partial measurement. This comes with a sam-
ple overhead of O (1/pk) = O

(
1/s2

k ‖Bk|ψ〉‖2), which is
never a serious issue. The overhead becomes large when
either ‖Bk|ψ〉‖ or sk become small. In the first case, the
output state is close to the zero vector and in the second
case, the sampled tensor component is a small contribution
in a low-rank approximation of U.

QTPD can be used to determine such approximations to
U of a specified rank. A set of operators {Ck} and {Dk},
such that the 2-norm

∥∥∥∥∥U −
r∑

k

tkCk ⊗ Dk

∥∥∥∥∥ (5)

is minimal, is called a rank-r approximation. We have
introduced the positive real-valued scalars tk following the
same convention as in the tensor-product decomposition
of U. The special case r = 1 from Eq. (5) corresponds
to the well-known nearest Kronecker problem [3,12]. The
solution to minimize Eq. (5) is the sum of product opera-
tors,

∑r
k skAk ⊗ Bk, that correspond to the largest eigen-

values {s2
k}r

k=1 of ρA(U) [cf. Eq. (3); for a proof, see
Appendix C 1].

As the sk and the Ak are classically stored but the Bk
are not, we cannot classically store a low-rank approxima-
tion. A low-rank approximation can be used to suppress the
sample complexity of QTPD whenever the sample bud-
get is limited. This allows us to resolve just the singular
values, sk, that are sufficiently large and still provide a
good approximation of U. In particular, if ε is the toler-
able error of resolving the largest eigenvalues of ρA(U),
then the sample complexity scales as O

(
R(d2

A/ε
2)
)

[23].
Hence, we achieve an ε-close approximation to ρA(U)
in the operator norm by dropping every s2

k < ε. A low-
rank approximation, in which the Bk are accessible on a
quantum computer, as described above, can be seen as an
application of QTPD. It differs from the applications that
are discussed in Sec. III, as it is always applied along with
tomography.

B. Resources for QTPD

QTPD has the obvious advantage over classical meth-
ods that the unitary U can be loaded as a quantum circuit.
Since the Bell-pair creation can be executed in depth 2, the
depth of QTPD is primarily given by the depth of the cir-
cuit U. The run time of QTPD is hence dominated by the
sample complexity of the tomography, which in this case is
Õ
(
R(d2

A/ε
2)
)

[23]. In memory, QTPD comes with a linear
overhead of n ancilla qubits and requires classical memory
to store O

(
Rd2

A

)
complex numbers in the worst case.

The B-distillation step is similar in depth and admits
a smaller sample complexity O

(
s−2

k0

)
, where sk0 is the
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smallest coefficient to be resolved. It also only needs nA
ancilla qubits and no additional classical memory.

A classical method to find the TPD of U goes back to van
Loan and Pitsianis [3], who have shown that the operator
R(U) ∈ Mat(d2

A × d2
B,C) with permuted elements, such

that

R(U) =
∑

k

skvec(Ak)vec(Bk)
†, (6)

encodes the tensor factors in its singular-value decompo-
sition. The tensor factors Ak and Bk can be derived as
the unvectorized left and right eigenvectors of R(U) and
the sk are its singular values. If we neglect the run time
for reshaping U into R(U), the bottleneck of the van
Loan and Pitsianis algorithm comes from the numerical
solution for the singular-value decomposition, which is
O
(
d2

Bd2
AR
)

[24,25]. The factor R can be further weakened
by randomization techniques [25].

This, together with the required classical memory to
store the d2 complex elements of U, makes the classi-
cal algorithm uncompetitive for large dimensions d. To be
precise, QTPD achieves a superpolynomial speed-up of a
factor Õ

(
d2

Bε
2
)

and memory savings by a factor of d2
B/R,

both of which grow exponentially in system size. If U is
given as a sparse matrix, Krylov-subspace methods can be
employed, which lower the required memory but not the
run time [25].

C. Circumvention of doubling the system size

Next to the inevitable scaling in subspace dimension
[22], the greatest challenge within QTPD in the near term
will be to keep the entangled Bell pairs coherent until
measurement. Further, small quantum processors with fast
readout and long coherence times are most efficient when
memory requirements are traded off against run time.

To this end, the effect of the Bell pairs |�+
A/B〉 is reduced

to an average over a basis of HA and HB, respectively.
In every run, a random initial state drawn from a basis of
choice (e.g., the computational basis) is fixed. The output
state for a fixed basis state |jA〉 of HA and |jB〉 of HB is

∑

k

skAk|jA〉 ⊗ Bk|jB〉. (7)

Averaging over the basis in HB accounts for an effective
partial trace, using

E|b〉[〈b|BkBl|b〉] = 1
dB

dB∑

j =1

〈j |BkB†
l |j 〉

= 1
dB

Tr(BkB†
l ) = δkl, (8)

where the expectation value is taken over the discrete set
of basis states in HB. After tracing out HB, we are thus

left with

∑

k

s2
kAk|jA〉〈jA|A†

k . (9)

If we keep the input-output relation within HA, the vector-
ization of the Ak can be reconstructed using tomography
and summing over all basis states in HA:

dA∑

j =1

|j 〉Ak|j 〉 =
√

dAvec(Ak). (10)

Recall the definition of the normalized vectorization above
Eq. (3). As a result, the same state as in Eq. (3), coming
from the parallelized version using the Choi state, can be
reconstructed in classical postprocessing. As opposed to
the Choi-state-based version, however, the run time of this
sequential version of QTPD is increased by the repeated
tomography for a fixed basis state |j 〉 ∈ HA, yielding an
overhead factor of dA in run time. Convergence to the mean
value from averaging over HB, on the other hand, does not
introduce an additional sample overhead, as it is equivalent
to tracing out HB as part of the Choi-state-based approach.

D. Error analysis

In general, the error from shot noise in tomography
will be operator valued and can be viewed as the dif-
ference between the correct state, ρA(U), and the classi-
cal snapshot, ρA(U)(T), i.e., ε(T) = ρA(U)− ρA(U)(T). The
shot-noise error, ε(T), propagates through QTPD and thus
introduces errors to the sk, Ak, and Bk. We discuss the
technical details in Appendix D 1 and briefly present the
results here. In order to understand how errors propagate,
we consider the errors of the eigenvalues and eigenvectors
of ρA(U)(T) separately:

ρA(U) = ρA(U)(T) + ε(T)

= (V − ε(V))(D − ε(D))(V − ε(V))†+ε(T). (11)

Our aim is to express the errors of sk and Ak via ε =
max

(∥∥ε(D)
∥∥ ,
∥∥ε(V)

∥∥). To this end, we define the error mea-

sures ε(S)k = s2
k − s(T)k

2
and ε

(A)
k = Ak − A(T)k . With these

measures, we can trivially relate

∥∥ε(D)
∥∥ = ∥∥D − D(T)

∥∥ =
√∑

k

(
ε
(S)
k

)2
≤ dAε

(S), (12)

where the factor dA can be removed by appropriate normal-
ization of the 2-norm in order to represent an average-case
error. Less trivially, but after a straightforward calculation
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(see Appendix D 1), we can also relate

∥∥∥ε(A)k

∥∥∥ =
∥∥∥Ak − A(T)k

∥∥∥ =
√

−2
∣∣∣〈A(T)k |ε(A)k 〉

∣∣∣, (13)

and with this finally

∥∥ε(V)
∥∥ = ∥∥V − V(T)

∥∥ =
√√√√−2

∑

k,l

∣∣∣∣∣
〈A(T)k |ε(A)l 〉

dA

∣∣∣∣∣. (14)

We can show that
∥∥ε(T)

∥∥ ≤ 3ε, which completes the prop-
agation from tomography error to the tensor factors Ak.
Applying the faulty A(T)k for distillation of the effective
action B(T)k as a quantum resource imposes further error
propagation on the projector Pk, defined in Eq. (4). Tak-
ing into account appropriate (faulty) normalization factors,
we can also bound the error of B(T)k in the following way:

∥∥∥
(

Bk − B(T)k

)
|ψ〉
∥∥∥ ≤

(
1 + 1√

2

)
1√
dA

∥∥∥ε(A)k

∥∥∥+ O(ε2).

(15)

Altogether, we show that the error contributions in sk, Ak,
and Bk are linear in the 2-norm

∥∥ε(T)
∥∥.

III. APPLICATIONS

The quantum tensor-product decomposition allows us
to find and store the tensor components Ak in classical
resources and Bk in a quantum resource. With this, we can
solve a number of tasks of interest.

A. Nonlocality

One application of QTPD lies in measuring the nonlo-
cality of the action of U, also called operator entanglement
entropy [8–10], which further bounds how much entan-
glement U generates. The vectorization of U allows for
a mapping of operators to quantum states. On this space,
we can employ entanglement entropy measures that are
defined for states. Consider the vectorized operator

vec(U) =
R∑

k

sk vec(Ak)⊗ vec(Bk). (16)

If we trace out the B subsystem, we obtain exactly the
mixed state of Eq. (3). The von Neumann entanglement
entropy of this state reads

SA(U) = −
R∑

k

s2
k log s2

k (17)

and is a measure of the nonlocality of the action of U. The
nonlocality SA(U), sometimes referred to as the Schmidt

strength [7,16], can be determined classically after a suc-
cessful QTPD and admits a linear contribution from the
tomography error to leading order (cf. Appendix D 3).

Note that although the nonlocality of product operations
vanishes, SA(A ⊗ B) = 0, Eq. (17) alone is not a good mea-
sure of entanglement generation. For instance, the SWAP
gate, which maps product states to product states, reaches
the maximal value for Eq. (17). To measure entanglement
generation, one considers the entangling power of a cir-
cuit [6,26,27]. Several measures for entangling power have
been proposed, two of which we discuss in Appendix E.

B. Mereology

If U is generated by a physical Hamiltonian, one might
be interested in searching for a bipartite factorization
(sometimes referred to as the tensor-product structure) of
the global Hilbert space such that the two subsystems
are decoupled, i.e., U = UA ⊗ UB. Concretely, consider a
Hamiltonian describing two interacting subsystems, H =∑

i H A
i ⊗ H B

i , where H A
i and H B

i are operators acting on
states describing subsystems A and B in a Hilbert space
factorized as H = HA ⊗ HB. Since this factorization is
essentially a particular choice of a global basis, it can be
related to another one by a unitary [28], HA ⊗ HB

V−→
HA′ ⊗ HB′ , where V is a (nonlocal) unitary and states in
A′ and B′ describe physically different subsystems than A
and B. In particular, it may be possible to find a factor-
ization of H such that the Hamiltonian is decoupled, i.e.,
VHV† = HA′ + HB′ .

Some have used this approach, with the goal of minimiz-
ing the interaction Hamiltonian between two subsystems,
to understand the emergence of classicality [29]. Practi-
cally, this approach appears in cases in which taking a
certain transformation can lead to analytically tractable
forms of the Hamiltonian, e.g., in the case of the Jordan-
Wigner transformation that transforms certain interacting
qubit Hamiltonians to a set of free fermionic operators.
While QTPD does not itself find the optimal basis V that
will lead to approximately decoupled dynamics, it can
be used to evaluate the cost function as part of another
algorithm (such as the one proposed in Ref. [30]). Two
candidates to minimize are

∑R
k=2 sk or 1 − s2

1, where the
sk are the singular values in the tensor-product decompo-
sition of the time propagator U = Ve−iHtV† =∑R

k skAk ⊗
Bk. The existence of such a decoherence-free split
[31–33] is tightly connected to the spectral properties of
U (see Appendix F 1 for an example and Appendix F 2 for
a necessary and sufficient condition).

C. Fast quantum transform and classical simulability

A mereology algorithm can be further utilized to find an
efficient compilation of a target unitary U. If there exists
a basis in which U decouples, U = V†(UA ⊗ UB)V can be
implemented with a single layer after rotating into the basis
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V. A divide-and-conquer approach successively reduces
the action of U into a tensor product of M local gates, i.e.,
VUV† = UA(1) ⊗ UA(2) ⊗ · · · ⊗ UA(M ) . Such a fast quantum
transform requires a rotation into the basis V, which is
entangling, in general.

More generally, for an arbitrary U, the closest fast quan-
tum transform can be found via iterative QTPD, which
can be performed efficiently if there is a single dominant
coefficient s1···1 in the multipartite factorization

U =
R1,...,RM∑

j1,...,jM

sj1···jM A(1)j1 ⊗ · · · ⊗ A(M )
jM . (18)

We have used the letter A for all operators to emphasize
that the local dimensions are small enough to be classically
simulated.

We can use the nearest unitary representations Um of
the tensor factors A(m)1 of the rank-1 approximation of U
to construct a fast quantum transform approximation to U.
We show that the error is O(

√
1 − s1···1). For this, we sepa-

rate the error of the fast quantum transform into two terms,
one representing the error from truncating all terms from U
except s1···1 and the other capturing the error by nearest uni-
tary approximation (1/

√
2dA(m) )

∥∥∥A(m)1 − Um

∥∥∥ = ε(m) > 0.
Writing 1 − s1···1 = εs > 0, we obtain

1√
2d

‖U − U1 ⊗ · · · ⊗ UM‖ ≤ √
εs

+
√√√√1

2
ε2

s +
M∑

m=1

(
ε(m)
)2 (19)

(for details, see Appendix C 2).
If there is not only one but a polynomial number of

dominant coefficients, a better approximation to the action
of U can be achieved through a rank-r approximation. In
this case, the probability of sampling from the dominant
Bk is suppressed by a polynomial factor. The simulation
of a fast quantum transform, UA(1) ⊗ UA(2) ⊗ · · · ⊗ UA(M ) ,
is not only classically efficient but it is also made up
of low-entangling transformations. Instead of achieving a
close unitary approximation, the goal here is to bound the
bond dimensions necessary for a faithful tensor-network
representation.

Since the nonlocality measure SA(U) bounds the entan-
glement generation, it can be used as a witness to scan
for clusterings of the Hilbert space with low entanglement
between the clusters. If a cluster HA(1) , on which the action
of U is low entangling, is found, the entanglement gener-
ation between a second cluster HA(2) and its environment
HA(3) ⊗ · · ·HA(M ) will be bounded (cf. Fig. 2) as well. If
the nonlocality of the full unitary U is bounded, it can thus
be written as a matrix-product operator [34], of which the

(a)

A B

dA dB

dA dB

D

(b)

A(2)A(1) A(M)

d
A

(2)
1

d
A

(1)
1

d
A

(M)
1

d
A

(2)
1

d
A

(1)
1

d
A

(M)
1

D2D1 DM−1...

FIG. 2. Low-entanglement clustering for a matrix-product-
state representation. (a) Upon division into subsystems A and
B, a matrix-product operator representing U requires a certain
bond dimension D ≤ d2

A, which is upper bounded by the lower
dimension d2

A ≤ d2
B and dependent on the entanglement between

A and B. (b) The multipartite decomposition of U into A(m)jm
allows for estimating the necessary bond dimensions Dm, which
can be deduced by a low-rank approximation of the multipartite
decomposition [cf. Eq. (18)].

fast quantum transform is an extremal case. This allows for
an efficient classical representation of the output of U, e.g.,
via matrix-product states [35] or projected entangled-pair
states [36].

Fast quantum transforms have conceptual similarities
to entanglement forging [37], which is used to simulate
a larger system by simulating the subsystems separately
on a smaller quantum chip, if there are only few connect-
ing gates in the compilation of U. As opposed to QTPD,
these methods are typically concerned with symmetric
splittings and aim for a reduction of quantum resources in
the simulation of U instead of finding classically simulable
subsystems.

D. Open quantum dynamics

QTPD is applicable to studying entangling dynamics or
the decoherence of subsystem A into subsystem B. If we
start with a product state |ψA〉 ⊗ |ψB〉, the evolved state
within subsystem A will be mixed. The effective open
quantum dynamics can be written in the form

σA = TrB
(
U|ψA〉 ⊗ |ψB〉〈ψA| ⊗ 〈ψB|U†)

=
R∑

k,l

λklAk|ψA〉〈ψA|A†
l , (20)

where λkl = sksl〈ψB|B†
l Bk|ψB〉. While the operators Ak

and the state |ψA〉 can be stored on a classical machine,
the λkl are not a priori accessible. Instead, the over-
laps 〈ψB|B†

l Bk|ψB〉 have to be determined using modified
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Hadamard tests or SWAP tests [4,38] with different outputs
of the Bk distillation via projective measurement of Eq. (4).

Once the λkl and Ak are stored classically, it is possible to
simulate the open dynamics via Eq. (20) for any initial state
|ψA〉. Equation (20) can be transformed into its Kraus rep-
resentation, e.g., by diagonalizing the Choi matrix. In this
manner, QTPD can be used as a quantum enhanced classi-
cal simulation algorithm [21] for open-system simulation.
That is, quantum hardware is crucial to obtaining the Ak but
then Eq. (20) acts as a classical surrogate to simulate the
dynamics of any initial state and observable. Note the par-
allels with process learning [39,40], which aims to learn a
quantum channel from measurements of local observables
using classical resources, such as neural networks.

The error in predicting observables on σA can be
bounded by the trace norm to the faulty prediction σ (T)A
from tomography, which scales linearly with the tomog-
raphy error

∥∥ε(T)
∥∥ as we show in Appendix D 3. A

naive quantum simulation with fixed initial state and fixed
observable suffers from shot noise that has the same scaling
in samples as ε(T).

IV. NUMERICAL EXPERIMENT

We demonstrate QTPD on a Hamiltonian-simulation
problem for the isotropic Heisenberg model. To this end,
we numerically solve the tensor decomposition by exact
diagonalization of the unitary time evolution generated by
the Hamiltonian

H = −J
∑

〈i,j 〉

(
XiXj + YiYj + ZiZj

)
, (21)

with the Pauli matrices {X , Y, Z} and the sum over nearest
neighbors denoted by 〈i, j 〉. We discuss one system of toy
size, the dynamics of which we can analytically solve, and
a separate system on a two-dimensional (2D) grid that is
small enough to be checked by exact diagonalization.

Let us consider a model of two qubits first. We show
in Appendix H that the time-evolution operator generated
by the Heisenberg Hamiltonian incorporates an oscilla-
tion between the identity and the SWAP operator for certain
times. In between those times, entanglement is alternately
generated and reduced. It is thus natural to view each qubit
as a subsystem and study the open dynamics on one of
the two qubits. Larger systems can be split in two and the
swapping of excitations from HA to HB and vice versa can
be studied, as well.

When more than two qubits are exchanging excitations,
the overall dynamics are an ensemble of interfering oscil-
lations, which depend on the initial state and the geometry
of the interaction graph. To study both the distribution of
excitations and the entanglement between the split into
subsystems HA and HB, we stroboscopically measure the
total magnetization M (σA(t)) of subsystem HA, as well as

the von Neumann entanglement entropy of the output state
S(σA(t)),

MA(σA(t)) = Tr

⎛

⎝
∑

i∈IA

ZiσA(t)

⎞

⎠ (22)

S(σA(t)) = − Tr (σA(t) log σA(t)) , (23)

where IA denotes the index set for qubits in subsystem
HA. For the sake of a clear comparison, we normalize all
observables to take values between 0 and 1. This means
that we divide the state entanglement entropies by log(d)
and the operator nonlocalities by log(d2), where d is the
dimension of the Hilbert space. The magnetization is trans-
formed into an occupation number MA → 1

2 − (MA/2nA),
where nA denotes the number of qubits in subsystem HA.

In Fig. 3(a), we show the results for the two-qubit
system. The nonlocality reaches its maximal value twice
during the time interval t ∈ [0, (π/J )], at which point the
time-evolution operator oscillates between the SWAP and
the identity operator. In between, U generates entangle-
ment on the trial state, which is shown in green. We use
QTPD to classically simulate the open quantum dynam-
ics following Eq. (20). Starting with the initial state |1〉 ⊗
|0〉, we simulate the time evolution of the density matrix
describing qubit 1 and measure the magnetization MA and
the entanglement entropy S from Eqs. (22) and (23). The
excitation transfer between the two qubits is reflected in
the oscillation of the magnetization between the extremal
values 0 and 1. At these points, the entanglement entropy
reaches zero, indicating an oscillatory SWAP between |10〉
and |01〉. The data from QTPD are in exact agreement with
the analytical expressions derived in Appendix H.

On a 3 × 2 qubit grid on which excitations can swap
between neighboring qubits, the overall dynamics are more
complicated. While the nonlocality of the time-evolution
operator quickly rises close to the maximum value, it
no longer returns to zero within the time interval t ∈
[0, (4π/J )]. The trial initial state, |110000〉, that is evolved
in time, does not return to a product state in the considered
time interval, which shows that part of the nonzero nonlo-
cality is in fact entanglement generated by U. We discuss
two measures of entangling power (see Appendix E) on
the example of the Heisenberg model in Appendix H, in
order to specify the relation between nonlocality and the
entangling properties of U.

V. CONCLUSIONS

In typical problems of quantum information process-
ing, we are given a quantum circuit unitary U as a
quantum resource. A quantum tensor-product decompo-
sition enables the separation of a small subsystem HA
from its environment and captures the effective action
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(a)

(b)

FIG. 3. The open quantum dynamics for the isotropic Heisen-
berg model. We study a subsystem of (a) one of two neighboring
qubits and (b) two qubits of a two-dimensional (2D) grid of 3 × 2
qubits. The blue points show the nonlocality measure SA(U) for
the respective time-evolution operator, while yellow and green
contain the total magnetization MA(σA) and the entanglement
entropy S(σA) of the time-evolved state. The initial state of the
total system reads |1〉 ⊗ |0〉 in (a) and |11〉 ⊗ |0000〉 in (b). In
(a), the solid curves represent analytical predictions derived in
Appendix H.

of U on HA. This allows one to classically predict the
entanglement features of U and postprocess mereology
and short-depth-compilation algorithms. Furthermore, it
enables the study of open quantum dynamics interpret-
ing the two subsystems, HA and HB, as system and
environment, respectively. A generalization to decom-
pose arbitrary tensors does not seem straightforward (see
Appendix G). Using block-encoding techniques, QTPD
could be applied to arbitrary tensors. A hurdle that arises in
that case is to tame the sample complexity when sampling
from the ancillary qubits needed for the block encod-
ing of matrix-product operators [41]. We remain curious
about extending QTPD to include quantum states (possibly
via block encoding), where the sum of the QTPD coeffi-
cients,

∑
k sk, may be used as a criterion to detect bipartite

entanglement (see “realignment criterion” in, e.g., Refs.
[1,42,43]) or verify matrix-product-operator structures of
density operators [44].

QTPD paves the way for entanglement investigations
at the operator level. A natural next step is to com-
bine QTPD with an iterative search for quasiclassicality
emerging in quantum systems. The nonlocality that upper
bounds the entangling power can be used as a cost func-
tion to minimize the growth of entanglement with the

environment. Also, in reverse, QTPD can be used to verify
decoherence-free structures [31].

Depending on the available resources in memory and
connectivity, either the preparation of Bell pairs in depth
2 or the sequential approach can be used in a near-term
application including QTPD. For medium-term quantum
computing, a doubling in qubit number is within the scal-
ing plans of modern quantum computing architectures,
which typically strive for exponential growth. We can thus
foresee an application in the near future that, e.g., uti-
lizes 120 qubits (or 60 qubits in sequence) to solve the
open dynamics of a (15 + 45)-qubit system, a simulation
problem that is no longer accessible with classical meth-
ods. One such application is the integration of QTPD into
dynamical mean-field methods, e.g., for the simulation
of impurity models. We leave these directions for future
research.

Alternative process-learning methods [39,40,45] make
use of quantum machine-learning-assisted postprocessing.
While a comparison of the efficiency is not immediate,
QTPD provides a stable solution using tomography instead
of quantum optimization.

Similar to process-learning approaches, QTPD can be
generalized to capture the action of an arbitrary quan-
tum channel E using its Choi state. Quantum circuits on
near-term hardware will inevitably suffer from noise and
therefore a QTPD on a noisy circuit is a natural next step.
If the hardware allows for the intended simulation of a
specified quantum channel E , QTPD along with its appli-
cations can be straightforwardly generalized, substituting
the unitary U by E .
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APPENDIX A: AMBIGUITIES IN THE TENSOR
DECOMPOSITION

The tensor-product decomposition is nonunique. Every
tensor-product basis representation of operators in HA/B
gives a decomposition of the form of Eq. (1), not neces-
sarily, but potentially, with minimal rank, Rmin. Using the
Gram-Schmidt theorem, we can assume the basis {Ak ⊗
Bk}k that appears in Eq. (1) to be orthogonal with respect
to the Hilbert-Schmidt inner product, i.e.,

〈Ak ⊗ Bk|Al ⊗ Bl〉 = 〈Ak|Al〉〈Bk|Bl〉
!= δkl ‖Ak‖2 ‖Bk‖2 . (A1)

Note that this ensures orthogonality of some of the Ak
or Bk but not all. Let us assume for now that 〈Bk|Bl〉 =
δkl ‖Bk‖2, so that Eq. (A1) is satisfied. A second symme-
try is scale invariance, Ak ⊗ Bk = (λAk)⊗ ((1/λ)Bk), for
λ ∈ C. With this, we can, e.g., fix the norms of the Bk to be
equal to the dimension of HB, i.e., ‖Bk‖2 = dB. Moreover,
we can rotate the Ak and simultaneously counter-rotate the
Bk with a linear superoperator L : span{Ak} → span{Ak}
that maps L(Ak) =∑j LjkAj . L can also be interpreted
as a superoperator on span{Bk} with the analogue action
L(Bk) =∑j LjkBj . If we assume L to be unitary, i.e.,∑

k LikL∗
jk =∑k LkiL∗

kj = δij , we can straightforwardly see
that

U =
∑

k

Ak ⊗ Bk =
∑

k

L†(L(Ak))⊗ Bk

=
∑

i,j ,k

L∗
jiLjkAi ⊗ Bk

=:
∑

j

Ãj ⊗ B̃j (A2)

is also a tensor decomposition. We have defined Ãj :=∑
i L∗

jiAi and B̃j :=∑i LjiBi. Whenever the boundary of
the sum is omitted, we understand the sum to go through
k ∈ {1, . . . , R}. Unitarity of L implies that the orthogonal-
ity of the Bk remains. Further, one can choose L such
that the Ak are also orthogonal. To see this, define the
linear operator Okl = 〈Ak|Al〉 and the transformed version
Õkl = 〈Ãk|Ãl〉. Inserting the definition of Ãk, we obtain

Õkl =
∑

i,j

LkiL∗
lj Oij = (LOL†)kl. (A3)

Since O is Hermitian, we can choose L† to consist of the
eigenvectors of O , such that with this choice

Õkl = 〈Ãk|Ãl〉 = δkl ‖Ak‖2 . (A4)

With slight abuse of notation, we omit the tilde in the fol-
lowing and store the information about the norms ‖Ak‖
separately in scalars sk = (‖Ak‖/dA), which normalizes the
Ak accordingly. Finally, we can also choose the sk to be
non-negative real numbers, as any complex phase can be
absorbed into the Bk, e.g.,

skeiφk Ak ⊗ Bk = skAk ⊗ (eiφk Bk). (A5)

This transformation does not alter the norms and orthog-
onality of the Bk. We have now chosen a specific ten-
sor decomposition U =∑k skAk ⊗ Bk, for which we can
assume the following without loss of generality:

(1) The operators Ak and Bk are orthogonal with respect
to the Hilbert-Schmidt inner product.

(2) The Ak and Bk are normalized, such that ‖Ak‖2 = dA
and ‖Bk‖2 = dB.

(3) The sk are non-negative real numbers.

By unitarity of U, the sk are further constrained to sum up
to one, i.e.,

∑
k s2

k = 1.

APPENDIX B: TWO-STEP QUANTUM
TENSOR-PRODUCT DECOMPOSITION

In the following, we provide technical details for the
proposed algorithm. QTPD involves two steps. First, the
operators Ak acting on the smaller subsystem are obtained
classically together with the coefficients sk via diagonal-
ization of a tomographic snapshot of a Choi state. In the
second step, this information is used to construct a pro-
jective measurement that allows the distillation of Bk out
of U.

1. Classical snapshot state

The first step of QTPD involves a tomography of the
density matrix ρA(U) of the Choi state of U reduced to
subsystem A, which we calculate in the following. First,
we define the full Choi state:

|�(U)〉 := (I ⊗ U ⊗ I)|�+
A 〉|�+

B 〉 =
R∑

k

dA/B∑

iA,iB,

sk|iA〉

⊗ Ak|iA〉 ⊗ |iB〉 ⊗ Bk|iB〉. (B1)

After tracing out HB, we obtain
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U

|Φ+
A〉

|Φ+
B〉

ρA(U) ρA(U) = TrB (|Φ(U)〉〈Φ(U)|)

=
1

dAdB

R∑

k,l

dA/B∑

iA,iB ,jA,jB

sksl Tr (|iB〉〈jB |) Tr
(
Bk|iB〉〈jB |B†

l

)
|iA〉〈jA| ⊗ Ak|iA〉〈jA|A†

l

(B2)

Executing the trace and using the orthonormality of the Bk yields

ρA(U) = 1
dAdB

R∑

k,l

dA/B∑

iA,iB,jA,jB

sksl δiBjB 〈jB|B†
l Bk|iB〉 |iA〉〈jA| ⊗ Ak|iA〉〈jA|A†

l

= 1
dAdB

R∑

k,l

dA∑

iA,jA

sksl〈Bl|Bk〉|iA〉〈jA| ⊗ Ak|iA〉〈jA|A†
l

= 1
dA

R∑

k

s2
k

dA∑

iA,jA

|iA〉〈jA| ⊗ Ak|iA〉〈jA|A†
k . (B3)

Finally, we identify vec(Ak) = (1/
√

dA)
∑dA

i |i〉 ⊗ Ak|i〉, which yields the result. Since the Hilbert-Schmidt product and
the Euclidean inner product of vectorized operators are the same, we can read off the eigenvectors and eigenvalues of
ρA(U):

ρA(U) · vec(Am) = 1
dA

∑

k

s2
kvec(Ak)〈Ak|Am〉 = s2

m

dA
vec(Am). (B4)

2. B distillation

To distill the action of U on the larger subsystem HB, we need to measure the projector Pk = Ak|�+
A 〉〈�+

A |A†
k on HA.

The projective property of the Pk follows directly from P†
k = Pk and P2

k = Pk. The output state of the distillation circuit
can be straightforwardly derived in graphical notation:

U

|Φ+
A〉

|ψ〉 Bk|ψ〉
‖Bk|ψ〉‖

Pk 1
dA

R∑

k

sk

Ak

Bk

A†
m

|ψ〉
= smBm|ψ〉,

(B5)

where we have used the orthonormality of the Ak. The factor sm arises as we are not dealing with a unital channel.
Measuring Pm involves postselection on one of the generalized Bell states |�+

A 〉. We can also use an algebraic formula to
prove the above statement. The partial measurement of the A subsystem yields the (unnormalized) state

PmU|�+
A 〉|ψ〉 =

R∑

k

skAm|�+
A 〉〈�+

A |A†
mAk|�+

A 〉Bk|ψ〉 =
R∑

k

skAm|�+
A 〉 〈Am|Ak〉

dA
Bk|ψ〉

= smAm|�+
A 〉Bm|ψ〉, (B6)

where we have used ‖Ak‖2 = dA. We arrive at the same result as in Eq. (B5) modulo tracing out HA. In practice, we
want to construct a single measurement that outputs the states of Eq. (B6) for all m ∈ {1, . . . , R}. This measurement can
be described by the quantum channel E [ρ] =∑R

m PmρPm + QρQ, where Q = 1 −∑m Pm is necessary to make E trace
preserving; however, the action of Q on the input state of Eq. (B5), ρ = U

(|�+
A 〉〈�+

A | ⊗ |ψ〉〈ψ |)U†, vanishes. The output
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state is thus the following mixed state:

E [ρ] =
∑

m

s2
m

(
Am|�+

A 〉〈�+
A |A†

m

)⊗ (Bm|ψ〉〈ψ |B†
m

) TrA(.)−−−→
∑

m

s2
mBm|ψ〉〈ψ |B†

m, (B7)

describing a statistical mixture of the states of Eq. (B6) with probabilities pk = Tr
(
PkU(|�+

A 〉〈�+
A | ⊗ |ψ〉〈ψ |)U†Pk

) =
s2

k ‖Bk|ψ〉‖2. Note that from unitarity of U, we have
∥∥U(|�+

A 〉 ⊗ |ψ〉)∥∥2 = ∥∥|�+
A 〉 ⊗ |ψ〉∥∥2 = 1 and therefore

1 = ∥∥U(|�+
A 〉 ⊗ |ψ〉)∥∥2 =

R∑

k,l=1

sksl
1
dA

〈Ak|Al〉〈ψ |B†
kBl|ψ〉 =

R∑

k=1

s2
k ‖Bk|ψ〉‖2 =

R∑

k=1

pk. (B8)

APPENDIX C: OPERATOR APPROXIMATIONS USING THE SINGULAR-VALUE DECOMPOSITION

To show that a collection of the Ak and Bk also yield an optimal low-rank approximation, we need to show that they
form a global minimum of Eq. (5). The approximation of U by a rank-k tensor decomposition is equivalent to finding a
rank-k approximation of R(U) from the van Loan and Pitsianis algorithm, i.e.,

∥∥∥∥∥R(U)−
r∑

k

tkvec(Ck)vec(Dk)
†

∥∥∥∥∥ . (C1)

We will show that tk = sk, Ck = Ak, and Dk = Bk ∀ k minimizes Eq. (C1). This statement has been proven in Ref. [46]
using a distance induced by the spectral norm ‖·‖∞. The generalization to the Frobenius distance is well known but proofs
are often omitted in the literature. We present one here.

1. Optimal low-rank approximation

Proposition 1. Let T ∈ L (H ) with a singular-value decomposition T =∑R
i=1 σiuiv

†
i . Let Tr be the truncation of T to

its r largest singular values, i.e., Tr =∑r
i=1 σiuiv

†
i . Then,

min
rank(S)=r

‖T − S‖ = ‖T − Tr‖ =
√√√√

R∑

j =r+1

σ 2
j . (C2)

Proof. The second equality follows directly from the definition of the Frobenius norm. To show the first equality,
consider an arbitrary rank-r operator, S, and calculate the Frobenius distance

‖T − S‖2 =
d∑

i=1

σi(T − S)2 ≥
d−r∑

i=1

σi(T − S)2, (C3)

where we have denoted the ith singular value of matrix A by σi(A) and dropped the r smallest singular values to estimate
a lower bound. Let Tr+i−2 be the rank-(r + i − 2) approximation as defined above. We have

σr+i(T) = σ1(T − Tr+i−1) ≤ σ1(T − (T − S)i−1 − Sr). (C4)

Here, we have denoted the rank-k approximation of T by Tk. The inequality follows from the fact that the rank of (T −
S)i−1 + Sr is smaller or equal to the rank of Tr+i−1. Next, consider the inequality

σ1(A + B) ≤ σ1(A)+ σ1(B), (C5)

which is a direct consequence of the triangular inequality of the spectral norm. With this, we have

σ1(T − (T − S)i−1 − Sr) ≤ σ1(T − S − (T − S)i−1)+ σ1(S − Sr)

= σi(T − S)+ σr+1(S). (C6)
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Since S is rank r, we know that σr+1(S) = 0 and we are left with the overall inequality

σr+i(T) ≤ σi(T − S). (C7)

Returning to Eq. (C3), we can estimate

‖T − S‖2 ≥
d−r∑

i=1

σr+i(T)2 =
R∑

i=r+1

σi(T)2. (C8)

Taking the square root of both sides shows the statement. �

2. Nearest unitary approximation

In the extreme case in which U is close to a rank-1 operator, i.e., s1 ≈ 1 and sk ≈ 0 for k �= 1, we expect the dominant
product operator A1 ⊗ B1 to be close to a unitary. This means that A1 and B1 have to be close to unitaries UA and UB,
individually. In the following, we find the closest unitaries UA, UB to A1 and B1. This is a well-known problem that is
solved by setting all singular values to 1. The following proposition holds for arbitrary unitary-equivalent norms [47]. For
pedagogical reasons, let us review the proof for the 2-norm.

Proposition 2. Let T ∈ L (H ), with a singular-value decomposition T = U�V†. Then,

min
W†W=1

‖T − W‖ = ∥∥T − UV†
∥∥ . (C9)

Proof. From unitary invariance of the 2-norm, we can reformulate the minimization problem as follows:

min
W†W=1

∥∥U�V†−W
∥∥ = min

W†W=1

∥∥� − U†WV
∥∥ = min

W†W=1

‖� − W‖ , (C10)

where we have redefined the unitary W in the last step using the closedness of the unitary group. The 2-norm can be
calculated explicitly as

‖� − W‖2 = Tr(�2)+ Tr(W†W)− 2 Re [Tr(�W)]

= d +
d∑

k

(
σ 2

k − 2σk Re [Wkk]
)

, (C11)

where we have denoted the singular values by �kl = σkδkl. From unitarity of W, we know that Re [Wkk] ≤ 1 and thus

‖� − W‖2 ≥ d +
d∑

k

σ 2
k − 2σk =

d∑

k

(σk − 1)2 = ‖� − 1‖2 ∀ W. (C12)

Therefore, the closest unitary to T is UV†. �

The nearest unitary approximation can be used to find a fast quantum transform UA(1) ⊗ UA(2) ⊗ · · · ⊗ UA(M ) that
approximates the action of U. For a fast quantum transform, we need to iterate the unitary approximation for M tensor-
product factors. Doing so, we introduce two types of errors, one by a rank-1 approximation (cf. Proposition 1) and one by
the nearest unitary approximation of the dominant components A1 (cf. Proposition 2).

Proposition 3. Let U =∑R1,...,RM
j1,...,jM sj1···jM A(1)j1 ⊗ · · · ⊗ A(M )

jM be the multipartite tensor-product decomposition of a unitary

U, with normalized
∥∥∥A(m)jm

∥∥∥ = √dA(m) ∀ m ∈ {1, . . . , M }. Further, let Um = VmW†
m be the nearest unitary approximation of

A(m)1 = Vm�mW†
m (cf. Proposition 2) and (1/

√
2dA(m) )

∥∥∥A(m)1 − Um

∥∥∥ = ε(m) > 0, as well as 1 − s1···1 = εs > 0. Then,

1√
2d

‖U − U1 ⊗ · · · ⊗ UM ‖ ≤ √
εs +

√√√√1
2
ε2

s +
M∑

m=1

(
ε(m)
)2. (C13)
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Proof. We begin with splitting the error using the triangular inequality:

‖U − U1 ⊗ · · · ⊗ UM‖ ≤
∥∥∥s1···1A(1)1 ⊗ · · · ⊗ A(M )

1 − U1 ⊗ · · · ⊗ UM

∥∥∥+
∥∥∥∥∥∥

R1,...,RM∑

j1,...,jM �=(1,...,1)

sj1···jM A(1)j1 ⊗ · · · ⊗ A(M )
jM

∥∥∥∥∥∥
. (C14)

Let us consider the two terms separately. First, observe that, by construction,

〈A(m)1 |Um〉HS = Tr
(

A(m)†1 Um

)
= Tr

(
Wm�W†

m

) = Tr (�) =
dA1∑

k

σk ∀ m ∈ {1, . . . , M }, (C15)

which is real, i.e., 〈A(m)1 |Um〉HS = 〈Um|A(m)1 〉HS. Using this, we can relate the Hilbert-Schmidt product above to the 2-norm
error ‖P − Q‖2 = ‖P‖2 + ‖Q‖2 − 2 Re (〈P|Q〉HS) for any two operators P, Q. With this, we have

1
2d

∥∥∥s1···1A(1)1 ⊗ · · · ⊗ A(M )

1 − U1 ⊗ · · · ⊗ UM

∥∥∥
2

= 1
2

(
1 + s2

1···1 − 2
s1···1

d

∏

m

〈A(m)1 |Um〉HS

)

= 1 + s2
1···1

2
− s1···1

M∏

m

(
1 − 1

2dA(m)

∥∥∥A(m)1 − Um

∥∥∥
2
)

. (C16)

The function
∏

m(1 − xm) is convex in the domain xm ∈ [0, 1] ∀ m, so we can estimate
∏

m(1 − xm) ≥ 1 −∑m xm and
arrive at

1
2d

∥∥∥s1···1A(1)1 ⊗ · · · ⊗ A(M )

1 − U1 ⊗ · · · ⊗ UM

∥∥∥
2

≤ 1
2
(1 − s1···1)2 +

M∑

m

1
2dA(m)

∥∥∥A(m)1 − Um

∥∥∥
2

≤ 1
2
ε2

s +
M∑

m

(
ε(m)
)2

, (C17)

where we have used 1 − s1···1 = εs. For the second term of Eq. (C14), we use 1 − s2
1···1 = 2εs − ε2

s ≤ 2εs, which also
follows from convexity. Using the orthogonality of the A(m)jm for fixed m, the second term reads

1
2d

∥∥∥∥∥∥

R1,...,RM∑

j1,...,jM �=(1,...,1)

sj1···jM A(1)j1 ⊗ · · · ⊗ A(M )
jM

∥∥∥∥∥∥

2

= 1
2

R1,...,RM∑

j1,...,jM �=(1,...,1)

s2
j1···jM = 1 − s2

1···1
2

≤ εs, (C18)

where the second equality makes use of the normalization of the sk and the last inequality is convexity again. This
concludes the proof. �

APPENDIX D: ERROR PROPAGATION FOR QTPD

In this appendix, we follow the error coming from tomography throughout QTPD and its applications and herewith
give faithful bounds on the error of predictions given a fixed sample budget for tomography.

1. Error on tomography and distillation

The Ak and sk are captured from the density matrix ρA(U) [cf. Equation (3)] via diagonalization,

ρA(U) =
∑

k

s2
k vec(Ak)vec(Ak)

†=VDV†, (D1)

finding the eigenbasis Vij = vec(Aj )i and the eigenvalues Dij = s2
j δij . From the orthogonality and completeness of the

Ak, we can show that V is unitary, i.e., (V†V)ij = (1/dA)〈Ai|Aj 〉 = δij . To get a classical snapshot of Eq. (D1), a tomog-
raphy is necessary. State tomography suffers from an error that scales inversely with the number NS of samples used,
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∥∥ε(T)
∥∥ = O

(√
d2

A/NS

)
[4,23]. Subsequent refinements require only a sample number of O

(
rank(ρ)(d2

A/ε
2)
)

[48]—or

O
(
d2

A/ε
2
)
, allowing for a small failure probability [49]. A recent improvement has found that it is necessary to use at least


(
rank(ρ)d2

A/ε
)

measurements and it has also been conjectured to be sufficient [50].
Throughout this paper, we consider the 2-norm ‖·‖, which gives an average-case error if divided by the square root of

the Hilbert-space dimension. The following discussion can be done straightforwardly for the operator norm, which gives
a measure of the worst-case error instead, if dimension factors are correctly accounted for. The difference operator ε(T)

between the true reduced density matrix ρA(U) and the output of the tomography,

ρA(U)(T) =
∑

k

s(T)2k vec(A(T)k )vec(A(T)k )†=V(T)D(T)V(T)†, (D2)

can then be decomposed into deviation of eigenvalues ε(D) and drift of eigenstates ε(V) in the following way:

ρA(U) = ρA(U)(T) + ε(T) = V(T)D(T)V(T)† + ε(T) = (V − ε(V))(D − ε(D))(V − ε(V))†+ε(T). (D3)

Solving for ε(T) gives us a relation between those errors. For the sake of a simple presentation, we will estimate the
different errors by their maximum ε = max

(∥∥ε(D)
∥∥ ,
∥∥ε(V)

∥∥). Then,

ε(T) = ε(V)DV†+VDε(V)† + Vε(D)V†+O(ε2),
∥∥ε(T)

∥∥ = ∥∥ε(V)DV†+VDε(V)† + Vε(D)V†
∥∥+ O(ε2) ≤ ∥∥ε(V)D∥∥+ ∥∥VDε(V)†V

∥∥+ ∥∥Vε(D)
∥∥+ O(ε2) ≤ 3ε + O(ε2).

(D4)

In the second-to-last step, we have used the triangle inequality and in the last step, we have used unitary invariance of the
2-norm, as well as submultiplicativity of the 2-norm and ‖D‖ = 1. At the end of the day, we are interested in the Schmidt
values, sk, and the operators Ak and their predictions, s(T)k and A(T)k , from ρA(U)(T). Define

ε
(S)
k = s2

k − s(T)k
2
, ε

(A)
k = Ak − A(T)k , (D5)

where the ε(S)k are scalars and the ε(A)k are operators. The index k runs through {1, . . . , R(T)} with the tomographic estimate
R(T) of the rank R. In the most naive scenario, R(T) will be close or equal to its maximum d2

A, as every error ε(S)k �= 0.
Typically, one needs to define a threshold (dependent on NS) below which the s(T)k are considered zero. We can further
relate eigenvalue deviation to the error of the s(T)k ,

∥∥ε(D)
∥∥ = ∥∥D − D(T)

∥∥ =
√∑

k

(
ε
(S)
k

)2
≤ dAε

(S), (D6)

where we have defined ε(S) = maxk

(
ε
(S)
k

)
. Similarly, we can relate the eigenstate drift error to the error of the A(T)k . Per

construction, the A(T)k are normalized to dA and orthogonal to each other but admit drift angles that are linear in the opera-
tors ε(A)k ; to be precise, 〈A(T)k |Al〉 = δkldA + 〈A(T)k |ε(A)l 〉. We collect those drift angles in the matrix ε(A)jk := (〈A(T)j |ε(A)k 〉/dA).
In general, all entries of ε(A) can be nonzero and of the same order of magnitude:

∥∥∥ε(A)k

∥∥∥ =
∥∥∥Ak − A(T)k

∥∥∥ =
√

2dA

√

1 − 1
dA

Re
[
〈A(T)k |Ak〉

]
=
√

−2dA Re
[
ε
(A)
kk

]
, (D7)

∥∥ε(V)
∥∥ = ∥∥V − V(T)

∥∥ =
√

2dA

√√√√1 − 1
d3

A

∑

k,l

Re
[
〈A(T)k |Al〉

]
=
√

−2
∑

k,l

Re
[
ε
(A)
kl

]
. (D8)

Note that the factor dA makes up for the scaling of the 2-norm in Hilbert-space dimension, while the drift-angle matrix
ε
(A)
jk does not. The fact that the errors

∥∥∥ε(A)k

∥∥∥ and
∥∥∥ε(V)k

∥∥∥ involve the real part Re is due to the sensitivity of the norm-

induced distance measure to global phases. Since a global phase difference, e.g., D → eiϕD, does not change the outcomes,
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we might exchange −Re
[
ε
(A)
kl

]
by
∣∣∣ε(A)kl

∣∣∣, which takes the minimum over φ, without loss of generality. The faulty A(T)k

are further used to filter out the action of the Bk. Instead of measuring the projector Pk from Eq. (4), we have to use
P(T)k = A(T)k |�+

A 〉〈�+
A |A(T)†k and obtain the measurement output

P(T)k U|�+
A 〉|ψ〉 =

R∑

l

sl
〈A(T)k |Al〉

dA
A(T)k |�+

A 〉 ⊗ Bl|ψ〉 =
R∑

l

(
δkl + 〈A(T)k |ε(A)l 〉

dA

)
slA

(T)
k |�+

A 〉 ⊗ Bl|ψ〉

= skA(T)k |�+
A 〉 ⊗ Bk|ψ〉 +

R∑

l

ε
(A)
kl slA

(T)
k |�+

A 〉 ⊗ Bl|ψ〉. (D9)

In order to normalize this state, we have to multiply it by

N (ε(A)) := 1
sk

√
dA

⎛

⎝
∑

l,m

λlm

(
δkl + sl

sk
ε
(A)
kl

)(
δkm + sm

sk
ε
(A)∗
km

)⎞

⎠
− 1

2

= 1
sk

√
dA

(
1√
λkk

− 1√
λkk

∑

l

sl

sk
Re
(
λlk

λkk
ε
(A)
kl

))
+ O

(
ε2) , (D10)

where we have used the coefficients λkl = sksl〈ψ |B†
l Bk|ψ〉 from Eq. (20). The difference between the normalized state

vectors then reads

(
N (ε(A))P(T)k − N (0)Pk

)
(1A ⊗ U)(|�+

A 〉 ⊗ |ψ〉)

= −ε
(A)
k |�+

A 〉√
dA

⊗ Bk|ψ〉√
λkk

+ A(T)k |�+
A 〉√

dA
⊗
∑

l

√
λll

λkk

(
ε
(A)
kl

sl

sk

Bl|ψ〉√
λll

− Re
(
ε
(A)
kl

sl

sk

λkl√
λkkλll

)
Bk|ψ〉√
λkk

)
+ O(ε2). (D11)

To obtain an error measure for the output state of Eq. (B5), we calculate the distance between the normalized states:

∥∥∥
(

N (ε(A))P(T)k − N (0)Pk

)
(1A ⊗ U)(|�+

A 〉 ⊗ |ψ〉)
∥∥∥

≤

∥∥∥ε(A)k

∥∥∥
√

dA
+
∥∥∥∥∥
∑

l

√
λll

λkk

(
ε
(A)
kl

sl

sk

Bl|ψ〉√
λll

− Re
(
ε
(A)
kl

sl

sk

λkl√
λkkλll

)
Bk|ψ〉√
λkk

)∥∥∥∥∥+ O(ε2). (D12)

If we assume, for the sake of simplicity, that the matrix of drift angles is diagonal, i.e., ε(A)jk = ε
(A)
kk δjk, then the error bound

reads

∥∥∥
(

N (ε(A))P(T)k − N (0)Pk

)
(1A ⊗ U)(|�+

A 〉 ⊗ |ψ〉)
∥∥∥ ≤

∥∥∥ε(A)k

∥∥∥
√

dA
+
∥∥∥∥Im

(
ε
(A)
kk

) Bk|ψ〉√
λkk

∥∥∥∥+ O(ε2)

≤

∥∥∥ε(A)k

∥∥∥
√

dA
+
∣∣∣ε(A)kk

∣∣∣+ O(ε2) =
(

1 + 1√
2

)
1√
dA

∥∥∥ε(A)k

∥∥∥+ O(ε2), (D13)

where we have used Eq. (D7). The same result can be achieved by neglecting the terms sl/sk for l �= k, which is valid as
long as sk is a dominant singular value. In summary, the error ε(T) from tomography propagates linearly (in leading order)
through the digonalization into sk and Ak, as well as through the distillation of the Bk, and can be suppressed with raising
the number of shots NS.
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2. Worst-case error

The 2-norm is a natural choice to measure distances on the space of vectorized operators, as it is induced from the
Hilbert-Schmidt inner product. As we have normalized the 2-norm before by a factor of dimension, it represents typical
errors. In the following, we leave a short note on the worst-case error, which is measured by the operator norm instead. In
analogy to Eq. (D4), we can relate the operator-norm error of the tomography to eigenvalue and drift errors,

∥∥ε(T)
∥∥

∞ ≤ 3ε∞ + O(ε2), (D14)

where ε∞ = max
{∥∥ε(V)

∥∥
∞ ,
∥∥ε(D)

∥∥
∞
}
, since the operator norm is also unitary invariant and ‖D‖∞ ≤ 1. We can further

relate

∥∥ε(D)
∥∥

∞ = max
k

∣∣∣ε(S)k

∣∣∣ , (D15)

∥∥ε(V)
∥∥

∞ = ∥∥ε(A)∥∥∞ , (D16)

where we have defined the matrix ε(A) with elements ε(A)jk . The second identity follows from unitary invariance. Using the
calculation from Eq. (D12), we can straightforwardly bound the error on the distillation of the Bk via

∥∥∥
(

N (ε(A))P(T)k − N (0)Pk

)
U|�+

A 〉|ψ〉
∥∥∥ ≤

∥∥∥ε(A)k

∥∥∥
√

dA
+ R max

l

(√
λll

λkk

sl

sk

)∥∥∥ε(A)kl

∥∥∥
∞

+ O(ε2), (D17)

which is loose by a factor of R ≤ d2
A, in general, but is reduced in cases in which the drift is approximately diagonal or

only few sk are dominant. Also here, the tomography error propagates linearly through the errors for sk, Ak, and Bk and
can be suppressed with the number of shots NS.

3. Error on applications

As for the applications of QTPD, how the error propagates depends on the objective of interest. Let us start with the
nonlocality SA(U) = −∑k s2

k log s2
k , which only depends on the Schmidt values, sk, and thus the error depends only on

ε(S) = (
∥∥ε(D)

∥∥/dA):

∣∣∣S(T)A (U)− SA(U)
∣∣∣ =

∣∣∣∣∣
∑

k

(
2
(

s(T)k

)2
log s(T)k − 2s2

k log sk

)∣∣∣∣∣ =

∣∣∣∣∣∣∣∣∣

∑

k

log
s

2s2
k

k

(
s(T)k

)2
(

s(T)k

)2

∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣∣∣

∑

k

log

((
s(T)k

)2
+ ε

(S)
k

)(s(T)k

)2+ε(S)k

(
s(T)k

)2
(

s(T)k

)2

∣∣∣∣∣∣∣∣∣∣∣

=
∑

k

sgn(ε(S)k )

(
1 +

(
s(T)k

)2
log
(

s(T)k

)2
)
ε(S) + O

((
ε(S)
)2)

. (D18)

In the last step, we have linearized the logarithm in ε(S)k . Since the entangling power from Eq. (E2) is just a sum of
nonlocality measures, the error propagates similarly. If we use QTPD for open quantum dynamics, the tomography error
also propagates into expectation values of mixed states, σA. For errors of expectation values, it is sufficient to consider
the trace distance of the reduced density matrices T

(
σA, σ (T)A

)
, since it upper bounds errors in expectation values of

observables [51].
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Lemma 4. Let ρ and σ be density matrices. The difference between the expectation values of an observable O can be
bounded in the following way:

|Tr(Oρ)− Tr(Oσ)| ≤ ‖O‖∞ ‖ρ − σ‖1 . (D19)

We are thus left with the 1-norm-induced distance of the reduced density matrix σ (T)A =∑k,l λklA
(T)
k |ψA〉〈ψA|A(T)†l from

σA [cf. Eq. (20)]. The difference operator reads

σA − σ
(T)
A =

∑

k,l

λkl

[(
A(T)k + ε

(A)
k

)
|ψA〉〈ψA|

(
A(T)†l + ε

(T)†
l

)
− A(T)k |ψA〉〈ψA|A(T)†l

]

=
∑

k,l

λkl

[
ε
(A)
k |ψA〉〈ψA|A(T)†l + A(T)k |ψA〉〈ψA|ε(A)†l

]
+ O

((
ε(A)
)2)

. (D20)

We have ignored possible errors in the determination of the coefficients λkl. Finally, we can estimate an upper bound for
the 1-norm error in the following way:

∥∥∥σA − σ
(T)
A

∥∥∥
1

≤
∑

k,l

∣∣λk,l
∣∣
∥∥∥ε(A)k |ψA〉〈ψA|A(T)†l + A(T)k |ψA〉〈ψA|ε(A)†l

∥∥∥
1
+ O

((
ε(A)
)2)

≤ 2
∑

k,l

∣∣λk,l
∣∣
∥∥∥ε(A)k |ψA〉〈ψA|A(T)†l

∥∥∥
1
+ O

((
ε(A)
)2)

≤ 2
∑

k,l

∣∣λk,l
∣∣
∣∣∣〈ψA|A(T)l A(T)†l |ψA〉

∣∣∣
∥∥∥ε(A)k

∥∥∥
2
+ O

((
ε(A)
)2)

≤
⎛

⎝2
∑

k,l

∣∣λk,l
∣∣
∣∣∣〈ψA|A(T)l A(T)†l |ψA〉

∣∣∣

⎞

⎠max
k
ε
(A)
k + O

((
ε(A)
)2)

, (D21)

where we have used the triangle inequality in the first and second steps together with ‖A‖1 = ∥∥A†
∥∥

1. In the third step, the
Hölder inequality, ‖AB‖1 ≤ ‖A‖2 ‖B‖2, has been used.

APPENDIX E: ENTANGLEMENT GENERATION FROM QTPD

One measure that singles out the nonlocal but also nonentangling action of the SWAP operator has been introduced in
Ref. [6] for the case of equally large subsystems, i.e., dA = dB:

eA(U) = 1
log(d2

A)

(
SA(U)+ (SA(UPAB)− log

(
d2

A

)))
, (E1)

where PAB swaps the two subsystems, i.e., PAB|ψ〉A|ψ〉B = |ψ〉B|ψ〉A. Since we are considering the asymmetrical case
dA ≤ dB, let us define a straightforward generalization in which we sum over all different contributions from permutations
between A and subsystems of dimension dA in B,

eA(U) = 1
log(d2

A)

⎛

⎜⎜⎝SA(U)+
∑

C⊂B
dim(C)=dA

(
SA(UPAC)− log

(
d2

A

))

⎞

⎟⎟⎠ , (E2)

where the sum over subsystems C only ranges over qubit configurations and is therefore finite. An alternative measure for
the entangling power is the mean entanglement that is generated by the action of U on product states

em(U) = E|ψA〉,|ψB〉 [E(TrB (U|ψA〉 ⊗ |ψB〉))] , (E3)

where E is an (a priori unspecified) measure of entanglement and E denotes the Haar measure over the subsystems
HA and HB. For the linearized entanglement entropy E(ρ) = 1 − Tr(ρ2), the entangling power from Eq. (E3) has been
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discussed by Zanardi et al. [26]. The mean linear entanglement entropy growth from the action of a unitary U reads [cf.
Eq. (5) of [26]]

em(U) = 1 − 1
dA(dA + 1)

1
dB(dB + 1)

(
d2

AdB + dAd2
B + Tr

(
(U ⊗ U)PA(U†⊗U†)PA

)+ Tr
(
(U ⊗ U)PB(U†⊗U†)PA

))
,

(E4)

using two copies of the full system HA ⊗ HB ⊗ HA ⊗ HB, where PA|ψA〉 ⊗ |ψB〉 ⊗ |φA〉 ⊗ |φB〉 = |φA〉 ⊗ |ψB〉 ⊗
|ψA〉 ⊗ |φB〉 swaps the states in the two copies of HA and analogously so does PB on HB. Note the difference compared to
the SWAP operators PAC that have been used previously. We can simplify the trace terms by inserting U =∑k skAk ⊗ Bk.
For the first term, we obtain, in tensor-network notation,

U

U

U†

U†
=

∑

k,l,m,n

skslsmsn

Ak

Am

A†
l

A†
n

×
Bk

Bm

B†
n

B†
l

=
∑

k,l,m,n

skslsmsnδmnδklδknδmld
2
Ad2

B =
∑

k

s4
kd2

Ad2
B ,

(E5)

where the second step makes use of the orthonormality of the Ak and Bk. The second trace can be calculated analogously:

U

U

U†

U†
=

∑

k,l,m,n

skslsmsn

Ak

Am

A†
l

A†
n

×
Bk

Bm

B†
l

B†
n

=
∑

k,l,m,n

skslsmsn Tr
(
AkA†

l AmA†
n

)
Tr

(
BkB†

nBmB†
l

)
.

(E6)

In summary, the mean entanglement generation reads

em(U) = 1 − dA + dB

(dA + 1)(dB + 1)
− dAdB

∑
k s4

k

(dA + 1)(dB + 1)

− 1
dA(dA + 1)

1
dB(dB + 1)

∑

k,l,m,n

skslsmsn Tr
(

AkA†
l AmA†

n

)
Tr
(

BkB†
nBmB†

l

)
. (E7)

The last term cannot be calculated without tomographic knowledge of the Bk and is hence out of reach for near-term
quantum computing. It could be solved by a fault-tolerant device. We leave this for future work.

APPENDIX F: DECOHERENCE-FREE STRUCTURES

To support the discussion on using QTPD for mereology, we give an example for a product operator transformed into
an entangled basis and, furthermore, give a characterization of unitaries that admit such a basis in which the action is
nonentangling.

1. Example for growth of operator entanglement

Consider a two-qubit Hilbert space H ∼= HA ⊗ HB with a nonentangling T-gate U = 1 ⊗ T, T = [ 1 0
0 ei(π/4)

]
. Further

consider the unitarily equivalent gate VUV† that is related to U by a controlled-NOT (CNOT) rotation, V = |0〉〈0| ⊗ 1 +
|1〉〈1| ⊗ X = V†. One can derive
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VUV†=|0〉〈0| ⊗ T + ei π4 |1〉〈1| ⊗ T†. (F1)

To show that this is an entangling gate, we can calculate
the overlaps with Pauli operators in subsystem HA:

Tr(VUV†) = T + ei π4 T†=(1 + ei π4 )1, (F2)

Tr(ZAVUV†) = T − ei π4 T†=(1 − ei π4 )Z, (F3)

Tr(XAVUV†) = 0, (F4)

Tr(YAVUV†) = 0. (F5)

Altogether, we deduce VUV† = (1 + ei(π/4))1 + (1 −
ei(π/4))Z ⊗ Z.

2. A necessary and sufficient condition for the
existence of decoherence-free subsystems

Proposition 5. Let U ∈ L (H ) be a unitary with eigen-
states |θi〉, i.e., U|θi〉 = eiθi |θi〉. Further, let H ∼= HA ⊗
HB with dim(HA) =: dA < dB := dim(HB) define a split
indexed by i = (μ, m),μ ∈ {1, . . . , dA}, m ∈ {1, . . . , dB}
and i ∈ {1, . . . , dAdB}. Then,

∃ ordering θi = θμm = φμ + ψm for some φμ,ψm ∈ [0, 2π)

⇐⇒
∃V unitary, such that VUV† = A ⊗ B with A, B unitary.

(F6)

Proof. The backward direction “⇐” becomes trivial as
soon as we write down U in diagonal form. Let T denote
the eigenbasis of U, i.e.,

U = T†DUT = T†

⎡

⎢⎣
eiθ1

. . .
eiθd

⎤

⎥⎦T = V†(A ⊗ B)V

⇐⇒ A ⊗ B = VT†DUTV†. (F7)

Thus, U and A ⊗ B share the same eigenvalues. If we
denote the eigenvectors of A by |φμ〉 and of B by
|ψm〉, we obtain (A ⊗ B)|φμ〉 ⊗ |ψm〉 = ei(φμ+ψm)|φμ〉 ⊗
|ψm〉 and thus θμm = φμ + ψm.

For the forward direction “⇒,” consider again the eigen-
basis V of U. As we know that the eigenvalues are related
by θi = φμ + ψm, we can put V into an order such that
DU = DA ⊗ DB decouples with

DA =

⎡

⎢⎣
eiφ1

. . .
eiφdA

⎤

⎥⎦ and

DB =

⎡

⎢⎣
eiψ1

. . .
eiψdB

⎤

⎥⎦ . (F8)

We conclude with U = V†(DA ⊗ DB)V. �

APPENDIX G: GENERALIZATION TO
ARBITRARY OPERATORS

One might be interested in a tensor decomposition of a
nonunitary operator T ∈ L (HA ⊗ HB), e.g., a Hermitian
operator. QTPD can be generalized to general nonuni-
tary operators by utilizing the concept of block encodings
[52]. If U is an (α, a, ε) block encoding of T, we can use
the same circuits as in Eqs. (B2) and (B5) together with
postselection on |0 · · · 0〉 on the ancillary system, i.e.,

(G1)

The generalization to nonunitary operators T comes at a
price of raising the sample complexity in the two circuits
of Eq. (G1). In particular, the sample number will be mul-
tiplied by a factor exponential in the number of ancilla
qubits 2a. This puts a restriction onto the tensors T that
can be analyzed this way. While there are typically upper
bounds for a polynomial in the qubit number n [52], one
would need a block encoding with a = O(1) in order to
keep the sample complexity below full tomography.

APPENDIX H: ANALYTICAL DISCUSSION OF
THE HEISENBERG MODEL ON TWO QUBITS

Consider the Hamiltonian of the Heisenberg model for
two qubits and the time-evolution operator U that we
consider as a black-box unitary for tensor decomposition:

H = − (Jx X1X2 + Jy Y1Y2 + Jz Z1Z2
)

and

U := e−itH = eiJxtX1X2eiJy tY1Y2eiJztZ1Z2 . (H1)

In the following, we perform all calculations with dis-
tinct interaction strengths Jx, Jy and Jz and view the
isotropic case as an example in which Jx = Jy = Jz =: J .
The time-evolution operator U decays into local exponen-
tials, because—on two qubits—all terms in the Hamilto-
nian commute. With the identity for Pauli exponentials
eiJxtX1X2 = cos(Jxt)1 + i sin(Jxt)X1X2 (and similar for the
other two Pauli strings), we can directly calculate the
tensor decomposition of U:

U = (cx1 + isxX1X2)
(
cy1 + isyY1Y2

)
(cz1 + iszZ1Z2)

= (cxcycz + isxsysz
)
1 + (isxcycz + cxsysz

)
X1X2

+ (isycxcz + cysxsz
)

Y1Y2 + (iszcycx + czsysx
)

Z1Z2

=: g01 + gxX1X2 + gyY1Y2 + gzZ1Z2. (H2)
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We have introduced the shorthand notation ci := cos(Jit) and si = sin(Jit) ∀ i ∈ {x, y, z} and omitted the time depen-
dence in the following for the sake of clarity. We also allow ourselves some flexibility in pushing complex phases between
sk and Bk, which is technically against our convention introduced in Appendix A, assuming the sk to be real. With Eq. (H2),
we can read off the Schmidt coefficients gi and deduce that U has maximal Schmidt rank 4 except for when one of the
terms vanishes. In the isotropic case, this happens for t = (π/2J ). If we require Jz = 0 and fix Jx = Jy = J , we recover
the SWAP gate S at t = (π/4J ), i.e.,

S = ei π4 (X1X2+Y1Y2) = 1
2
(1 + X1X2 + Y1Y2 + Z1Z2) . (H3)

Hence, we obtain the tensor decomposition of the SWAP gate for free from Eq. (H2). We can use this to write down the
entangling power of U on qubit 1:

e1(U) = 1
log(4)

(S1(U)+ S1(US))− 1, (H4)

S1(U) = −
∑

k

|gk|2 log |gk|2 , (H5)

S1(US) = −1
4

∣∣g0 + gx + gy + gz
∣∣2 log

∣∣g0 + gx + gy + gz
∣∣2

4
− 1

4

∣∣g0 + gx − gy − gz
∣∣2 log

∣∣g0 + gx − gy − gz
∣∣2

4

− 1
4

∣∣g0 − gx + gy − gz
∣∣2 log

∣∣g0 − gx + gy − gz
∣∣2

4
− 1

4

∣∣g0 − gx − gy + gz
∣∣2 log

∣∣g0 − gx − gy + gz
∣∣2

4
. (H6)

One can see directly that for U = S, the entangling power vanishes while the nonlocality measure S1(U) is maximal. In
order to obtain a large entangling power, both S1(U) and S1(US) have to be large. The mean entanglement generation,
which is derived in Appendix E, behaves similarly in the two-qubit case. The last term in Eq. (E7) is the only nontrivial
term to evaluate. The only nonvanishing trace terms yield

∑

k,l,m,n

gkg∗
l gmg∗

n Tr
(

AkA†
l AmA†

n

)
Tr
(

BkB†
nBmB†

l

)
= d2

∑

k

|gk|4 + d2
∑

k �=l

(
2 |gk|2 |gl|2 + g2

k g2∗
l

)

+ d2
∑

σ∈S4

gσ(0)g∗
σ(x)gσ(y)g

∗
σ(z), (H7)

with d = 2. The three terms arise from different combinations of inserting the Pauli operators Ak, Bk ∈ {1, X , Y, Z}. Since
Pauli operators are traceless, the products AkA†

l AmA†
n have to result in 1, such that the trace yields a factor of dimension d.

The first term comes from traces of the form Tr(A4
k)

2 and the second from Tr(A2
kA2

l )
2, as well as Tr(AkAlAkAl)

2 with k �= l
and adequate combinatorial coefficients. Finally, the third term represents traces in which all operators are different, i.e.,
Tr(AkAlAmAn)Tr(AkAnAmAl) = − Tr(AkAlAmAn)

2 with (k, l, m, n) = (σ (0), σ(x), σ(y), σ(z)), σ ∈ S4.
Now, let us fix the initial state to be |10〉. The effective open time evolution of the first qubit under the Hamiltonian

H [Eq. (H1)] can be expressed as a quantum channel Et that evolves a density matrix describing the quantum state of
qubit 1:

Et(|1〉〈1|) = ρ1(t) = (|g0|2 + |gz|2 − g0g∗
z − gzg∗

0)|1〉〈1| + (|gx|2 + ∣∣gy
∣∣2 + gxg∗

y + gyg∗
x )|0〉〈0|

= |g0 − gz|2 |1〉〈1| + ∣∣gx + gy
∣∣2 |0〉〈0|

= cos2((Jx + Jy)t)|1〉〈1| + sin2((Jx + Jy)t)|0〉〈0|. (H8)

We can read off the Schmidt values of this state |λ0|2 = sin2((Jx + Jy)t) and |λ1|2 = cos2((Jx + Jy)t). In order to learn the
properties of the output state, we measure the magnetization 〈Z〉ρ1(t) and the entanglement entropy S(ρ1(t)) of the time-
evolved state in the numerical experiment. In the two-qubit case, we can write down the two observables as functions of
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(a) (b)

FIG. 4. The open quantum dynamics for the isotropic Heisenberg model of (a) a subsystem of one of two neighboring qubits and
(b) two qubits of a 2D grid of 3 × 2 qubits. The upper panel shows the nonlocality measure SA(U) and the entangling-power measures
eA(U) and em(U) (see Appendix E) for the respective time-evolution operator, while the lower panel contains the total magnetization
MA(σA) and the entanglement entropy S(σA) of the time-evolved state. The initial state of the total system reads |1〉 ⊗ |0〉 in (a) and
|11〉 ⊗ |0000〉 in (b). In (a), the solid curves represent analytical predictions derived in Eqs. (H4)–(H10).

time:

〈Z〉ρ1(t) = sin2((Jx + Jy)t)− cos2((Jx + Jy)t), (H9)

S(ρ1(t)) = sin2((Jx + Jy)t) log
(
sin2((Jx + Jy)t)

)+ cos2((Jx + Jy)t) log
(
cos2((Jx + Jy)t)

)
. (H10)

The above example starts with a product state |10〉 and does not show any quantum coherence after time evolution. If
we start with a product state |1+〉, which lies skew in two spin-symmetry sectors, some of the coherence on qubit 2 gets
swapped to qubit 1:

Et(|1〉〈1|) = ρ1(t) = (|g0|2 + |gz|2)|1〉〈1| + (|gx|2 + ∣∣gy
∣∣2)|0〉〈0| +

(
gzg∗

y − g0g∗
x

)
|1〉〈0| + (gyg∗

z − gxg∗
0

) |0〉〈1|,
(H11)

as opposed to Eq. (H8). In Fig. 4, we repeat the numerical experiment shown in the main text but also include the
entangling-power measures eA(U) and em(U), introduced in Appendix E. We compare the numerical results with the
above analytical derivation and find an exact match. As we have already discussed parts of Fig. 4 in the main text, here
we focus on features of the entangling powers.

In the two-qubit case [cf. Fig. 4(a)], the nonlocality undergoes four oscillation periods, representing the oscillation of
U between the identity and the SWAP operator on two qubits. In accordance with this, the entangling powers both show
an oscillation and vanish at the extreme points of the nonlocality function SA(U). As they reach zero when U equals the
SWAP operator, while the nonlocality stays maximal, they thus both undergo twice as many oscillations.

On a 3 × 2 qubit grid [cf. Fig. 4(b)], the entangling-power measures no longer follow defined oscillations but start off at
zero, quickly rise, and then stay at a nonzero value for most of the time. eA(U), since it singles out SWAP operations, does
become close to zero for certain simulation times. However, the trial state shows nonzero entanglement entropy at those
times. As a consequence, eA(U) does not seem to be a good measure of the entangling power when the dimensions dA
and dB of subsystems HA and HB no longer match. The mean entanglement generation em(U), on the other hand, is not
in disagreement with this. Similar to the nonlocality, it rises quickly but stays around approximately 65% of its maximal
value, admitting dips at the same points as the nonlocality SA(U), thus allowing for nonzero entanglement throughout the
time interval considered.
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