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We present a quantum-inspired classical algorithm that can be used for graph-theoretical problems, such
as finding the densest £ subgraph and finding the maximum weight clique, which are proposed as appli-
cations of a Gaussian boson sampler. The main observation from Gaussian boson samplers is that a given
graph’s adjacency matrix to be encoded in a Gaussian boson sampler is non-negative and that computing
the output probability of Gaussian boson sampling restricted to a non-negative adjacency matrix is thought
to be strictly easier than general cases. We first provide how to program a given graph problem into our
efficient classical algorithm. We then numerically compare the performance of ideal and lossy Gaussian
boson samplers, our quantum-inspired classical sampler, and the uniform sampler for finding the densest &
subgraph and finding the maximum weight clique and show that the advantage from Gaussian boson sam-
plers is not significant in general. We finally discuss the potential advantage of a Gaussian boson sampler

over the proposed quantum-inspired classical sampler.
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I. INTRODUCTION

Over the last few years, we have seen the first plausible
quantum computational advantages from random circuit
sampling with superconducting qubits [1-6] and Gaussian
boson sampling [7—12]. While there are numerous inter-
esting debates on the claimed quantum advantage, such
as the effect of noise and the verification [13—19], the
computational cost of classically simulating the existing
quantum devices is still enormous. Therefore, an obvi-
ous next step beyond proof-of-principle experiments is to
take advantage of the computational power of such noisy
intermediate-scale quantum (NISQ) devices to solve more
practical problems.

An interesting and crucial observation to exploit the
potential quantum advantage of Gaussian boson sampling
is that one can embed a graph in the circuit so that a
Gaussian boson sampler can be programmed for various
graph-theoretical problems [20-23]. Such an observation
has led many theoretical proposals to solve problems [23],
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such as finding the densest & subgraph [21] and finding
the maximum weight clique [22]. These problems have
attracted much attention because of their potential appli-
cations in a wide range of fields such as data mining
[24-28] and bioinformatics [29-31] (see Ref. [23] for more
applications). Due to the importance of solving the prob-
lems, such theoretical proposals have recently started to be
experimentally implemented [22,32—34], which opens the
possibility of taking advantage of quantum computational
advantage from NISQ devices to solve practical problems.
In particular, the quantum advantage was claimed by com-
paring it with the uniform distribution, which was referred
to as the classical algorithm.

Meanwhile, potential applications of quantum devices
sometimes turn out to be classically simulable. For exam-
ple, the molecular vibronic spectra problem has been
considered as an application of Gaussian boson sampling
[35-37]. Very recently, classical algorithms have been
developed to solve the problem as accurately as the Gaus-
sian boson sampler for many cases, including the Fock-
state version of the problem [38]. Therefore, to claim and
exploit the potential quantum advantage more rigorously,
it is also crucial to scrutinize the problems’ complexity
and potential ways of simulating the quantum algorithm
using a classical counterpart. Similarly, while the graph-
theoretical problems we consider, such as finding the
densest k£ subgraph and finding the maximum weight
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clique, have been considered applications of Gaussian
boson sampling, it has been a longstanding open question
whether they provide a provable quantum computational
advantage [39].

In this work, we present a quantum-inspired classical
sampler that can be used for graph-theoretical problems,
such as finding the densest & subgraph and finding the
maximum weight clique. The algorithm is inspired by
the proposals of using Gaussian boson samplers for the
problems [21-23,40]. The main idea behind exploiting a
Gaussian boson sampler to solve such problems is that
the density of a graph is typically proportional to the
number of perfect matchings and that the output proba-
bility of a Gaussian boson sampler is proportional to the
latter. Therefore, a Gaussian boson sampler enables us
to more frequently sample subgraphs with many perfect
matchings, implying a high density. Our proposed classi-
cal algorithm has the same property as a Gaussian boson
sampler in that the sampler more frequently samples sub-
graphs with many perfect matchings. Hence, the crucial
property enjoyed by the Gaussian boson sampler to solve
such problems can also be similarly attained by our clas-
sical algorithm. Thus, our proposal questions the quantum
advantage of the Gaussian boson sampler for solving graph
problems.

The key observation that makes our classical algorithm
efficient is that the adjacency matrix of a graph to be
embedded in Gaussian boson-sampling circuits is always
non-negative. In addition, it is often the case that com-
putational problems associated only with non-negative
quantities are easier than more general cases. For exam-
ple, computing the output probability of Gaussian boson
sampling restricted to a non-negative adjacency matrix in
multiplicative error is in BPPNY, which is thought to be
strictly easier than general cases, the complexity of which
is #P-hard [41,42]. Using this observation, we present a
method that embeds the adjacency matrix of a given graph
into two-photon boson-sampling circuits that can be classi-
cally efficiently simulated. We emphasize that a Gaussian
boson sampler and our classical algorithm depend differ-
ently on the number of perfect matchings; the former is
proportional to its square while the latter is to itself. To
see the effect of such a difference, we then compare the
performance of the Gaussian boson sampler, the quantum-
inspired classical sampler, and the uniform sampler. We
consider Erdos-Rényi random graphs with different param-
eters and show that the average density and maximum
density of subgraphs obtained by a Gaussian boson sam-
pler and our classical sampler do not exhibit a signifi-
cant difference. We also compare the performance of a
heuristic classical algorithm equipped with each sampler
for finding the maximum weighted clique for the graphs
used in Refs. [22,32] and show again that the difference
between our classical sampler and the Gaussian boson
sampler is not significant. We finally discuss whether or

not a Gaussian boson sampler has a potential exponential
advantage over our quantum-inspired classical algorithm.
The paper is organized as follows: In Sec. II, we
review the relation between Gaussian boson sampling
and graph-theoretic problems. In Sec. III, we provide our
quantum-inspired classical algorithm and how to program
graph-theoretic problems to the algorithm. In Sec. IV, we
numerically analyze the algorithm’s performance by com-
paring it with the Gaussian boson sampler and the uniform
sampler. In Sec. V, we discuss the potential advantage of
the Gaussian boson sampler over our classical algorithm.

II. GAUSSTIAN BOSON SAMPLING AND ITS
APPLICATION TO GRAPH-THEORETIC
PROBLEMS

Gaussian boson sampling is a sampling task, which is
proven to be hard to classically simulate under plausible
assumptions [11,12,43]. It can be experimentally imple-
mented by injecting squeezed states with squeezing param-
eters {ri}?i , into M linear-optical circuit, characterized
by an M x M unitary matrix, and measuring the photon-
number distribution over the output modes. The output
probability of obtaining the photon-number outcome n €
ZM | can be expressed by the hafnian of a relevant matrix 4
as [11]

|hafd,|?
p(N) = — e,
n!J/|Z +1/2|

where ¥ is the covariance matrix of the output quantum
state [44,45] and A = UDU" with a diagonal matrix D =
diag({tanh r,-}f“i 1), and 4,, is obtained by selecting rows and
columns of matrix 4 corresponding to the outcome n. Here,
the hafnian of a 2n x 2n matrix X is defined as

(1

1 n
haf(X) = S Z l_[Xa(Zi—l),aQi)’ (2)

ceSy, i=1

where S,, is the 2n-element permutation group. The key
idea of using Gaussian boson sampling for various appli-
cations is that one can embed an arbitrary complex sym-
metric matrix 4 by using the Takagi decomposition of
A = UDU" with an appropriate rescaling to make the diag-
onal component less than one, which is to assure that
tanh 7;’s are within their range [20]. We note that there is
freedom of choosing the rescaling factor as long as tanh ;’s
are smaller than one, which changes the total photon-
number distributions but not the relative weight in the same
total photon-number outcome sector. Hence, for a given
adjacency matrix 4, one can construct a Gaussian boson-
sampling circuit with squeezing parameters obtained by
the diagonal matrix D and a linear-optical circuit with the
unitary matrix U.
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Most of the proposed applications are related to graph-
theoretic problems due to the hafnian and its relation to
the output probability of Gaussian boson sampling [23,46].
Consider an undirected graph G = (V, E), where V' is the
set of vertices and £ C V x Vis the set of edges. The graph
can be represented by its | V'|-dimensional adjacency matrix
A whose matrix element 4;; = 1 when (i, ) € E, i.e., when
there is an edge between the ith and j th vertices. The key
observation is that the hafnian of a matrix 4 is the number
of perfect matchings of a graph whose adjacency matrix is
A. Therefore, by embedding the adjacency matrix 4 into
Gaussian boson sampling, one can obtain a sampler that
favorably samples outcomes corresponding to a subgraph
whose number of perfect matching is large. Such a prop-
erty has been used to apply a Gaussian boson sampling for
finding dense subgraphs based on the observation that the
density of a graph is likely to be large when its number
of perfect matchings is large [21]. Hence, it can lead to an
acceleration of many heuristic classical algorithms, which
employ sampling a subgraph as their subroutines, such as
finding the densest k-subgraph problem [21] or finding the
maximum clique [22].

In the following section, we will show that a similar
acceleration is possible using a classical algorithm. The
critical observation is that the adjacency matrix 4 does not
contain negative elements and that many computational
problems restricted to non-negative elements are often eas-
ier than more general cases. For example, computing the
permanent of non-negative-element matrices in a multi-
plicative error is easy for a classical computer [47] while
the corresponding problem for general matrices is hard
(#P-hard) [47]. Our intuition from a physical perspective
is that Gaussian boson sampling associated with non-
negative-element matrix 4 might not necessarily require
a complicated multiphoton interference. Indeed, this is
true for Fock-state boson sampling; if we use distinguish-
able particles as an input of Fock-state boson sampling,
which is obviously easy to simulate instead of indistin-
guishable bosons, the output probability is expressed by
the permanent of non-negative-element matrices [42].

III. CLASSICAL SAMPLING ALGORITHM FOR
GRAPH-THEORETIC PROBLEMS

A. Multiple two-photon boson sampling

Before we provide our classical algorithm, let us con-
sider a Fock-state boson sampling with input |20 ---0),
i.e., two-photon boson sampling. After a linear-optical cir-
cuit U, the probability of obtaining photons at the ith and
jth modes with i # j is given by

_ |PerU1,(iJ)|2
2

Pij = 2|Uy*|Uy; %, 3)

where U ;) is the submatrix of U selecting the first rows
twice and the ith and jth columns. When i =, p; =

|Uy;1*. More simply, the probability p; can be thought
of as that of obtaining two photons at i and j’s modes
after two independent trials with probability p; = |Uy,|>.
Hence, two-photon boson sampling can be easily simu-
lated by rolling a dice that produces output i with prob-
ability {|Uy;|*}), twice independently and then ignoring
the order of two outcomes.

Now, consider K different two-photon boson sampling
circuits with different linear-optical circuits {U®}X_,. We
will denote pék) as the kth circuit’s probability of obtain-
ing photons at the ith and jth modes. Let us consider a
sampling such that for N trials, we randomly choose one
circuit out of the set of circuits with probability g; with
Zf:] gr = 1 and inject two photons in the first mode.
Finally, we always obtain a 2N number of photons after
finishing N trials. Let us compute the probability of obtain-
ing outcome n = (1,...,1,0,...,0), i.e., 2N photons are
detected on the first 2N modes. One can intuitively see
that this is related to the perfect matchings, i.e., to hafnian,
because we need to find matchings of photon pairs that
originate from the same circuit. More precisely and for-
mally, the probability is the sum of possible configurations
that provide the corresponding output (see Appendix A for
more details):

N K
p(n) = ZLN Z l_[ qupéli)Zi—l),o(Zi) “

o€Soy i=1 k=1

N K
k) 2 k) 2
= > [ el ey PV 0P

oSy i=1 k=1

= 2V Nthaf(4y), (6)

where A4 is a non-negative M x M matrix with its elements
defined as

K
Ay =Y glUNPIUY P = vort =ww", (7
k=1

and
Vie = \UNPR, Wa = JaUPR, 0 = diaglqy, - .., qx).
(®)

Also, Ay, is a 2N x 2N submatrix of 4 with selecting the
part of ones of n. The expression of the probability sug-
gests that if we implement the routine as described above,
the corresponding sampler’s output probability is propor-
tional to the hafnian of the submatrix of A. Thus, such a
construction allows us to find a classical sampler whose
output probability is written as a submatrix of the hafnian
of a matrix 4, which can be obtained by U and Q. The
remaining challenge is to prove that we can embed an arbi-
trary non-negative matrix 4 into a sampler whose output
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probability is proportional to the hafnian of submatrices of
A, which will be addressed in the following section.

It is worth emphasizing that by focusing on the outcome
vector n = (1,...,1,0,...,0) instead of the individual
outcomes of each trial, we assumed that we forget the
information of the unitary operation, i.e., the index k, for
each trial. In principle, we have the index information
when we run such a procedure, but ignoring the index
information (much like marginalization of the correspond-
ing information) renders the desired property that the out-
put probability is expressed by a hafnian (see Appendix A
for more details).

B. Mapping a general graph to a circuit

Consider an M x M general non-negative symmetric
matrix A, which corresponds to a graph of M vertices.
Although we will call this matrix an adjacency matrix for
simplicity, we require only the matrix to be non-negative
and symmetric. We first note that the hafnian of a matrix
does not depend on its diagonal elements. Thus, we can
freely add an arbitrary diagonal matrix without changing
its hafnian so that the matrix becomes diagonally domi-
nant, i.e., A; > Zj# |4;;| for all 7’s. Hence, without loss
of generality, we will assume that a given adjacency matrix
A satisfies

A=Y |4y| forallis. ©9)
J#i

It is known that a non-negative symmetric diagonally dom-
inant matrix is completely positive [48], i.e., 4 = HHT,
where H is not necessarily a square matrix. Thus, once we
find the matrix H, we can construct W in Eq. (7). Now we
show how to find H such that 4 = HHT, which is the result
from Ref. [48].

For a given M x M adjacency matrix, after adding
the diagonal matrix to satisfy Eq. (9), we can always
decompose the matrix 4 as

A= Z B

1<j <i<M

(10)

where the M x M matrices BY/) have 4;; in positions ii,
ij, ji and jj and O elsewhere. Then, we can rewrite it as
BU) = p/) (b N)T with the M-dimensional vector b"/)
whose ith and jth elements are \/E . We then construct
M x M? matrix H such that H’s (M (i — 1) + j )th column
is b Here, we set (M (i — 1) + i)th columns to be zero.
Then, we can easily check that 4 = HH.

So far, we have shown how to find H, such that 4 =
HHT. Now we will show how to construct two-photon
boson sampling circuits {U(k)}zi2 | to program H. We first
define an M? x M? diagonal matrix D such that D’s each
element is the sum of H’s ith column i.e., D;; = Zﬁi | Hi
for all i € [M?]. We then divide H’s ith column by it, so
that the resultant M x M? matrix V satisfies 224:1 Vii =
1 for all i’s and HH"™ = VD?V'". Finally, we rescale the
matrix D? so that its trace becomes 1, i.e., Q = D?/Tr[D?].
Finally, we obtain the same form as Eq. (7),

A = Ti[DVOIT, (11)
with a coefficient Tr[D?]. Here, the meaning of the diago-
nal matrix Q is manifest that Q’s kth diagonal element is
qr, 1.€., the probability of selecting the kth circuit. Also,
V’s kth column represents |U<1kl) |2. Thus, accordingly, for
each k e [M?] we construct U(llfi), which can be easily done

because we require only a condition for a single row of
the unitary matrix and V is a non-negative matrix. (This is

(b) Gaussian boson sampling

@
. .. 2 -.., ) q1

FIG. 1.

> PP

(c) Proposed classical sampling

9>

(a) Graph related to a given graph-theoretical problem such as finding the densest & subgraph or the maximum weighted

clique. (b) One can embed such a graph into a Gaussian boson sampler [20] (c) We propose a classical sampler, which can solve the

problem in a similar manner to a Gaussian boson sampler.
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to show the correspondence; in practice, one can directly
use |U<1ki)|2 as sampling probabilities without constructing
two—phéton boson sampling.)

To summarize, we have shown that for a given M x M
adjacency matrix A, we can construct a set of linear-

optical circuits {U®}, with associated probabilities

{qk}f‘g’j ;> which samples outcomes with probabilities pro-
portional to the hafnian of the corresponding 2N x 2N
submatrix of 4, i.e., of subgraphs of 2N vertices. Here,
we can freely choose N depending on the size of sub-
graphs we want. Since two-photon boson sampling can
be easily simulated by a classical computer, the entire
procedure can be simulated using a classical computer
efficiently.

One interesting difference between our classical
algorithm and a Gaussian boson sampler is that the lat-
ter’s output probability is proportional to the square of
the hafnian, o [haf(4,)|* instead of the hafnian itself
 haf(4,), which may provide better performance (see
Sec. V for more discussion). In the following section,
we compare their performances for finding the densest
k-subgraph problem and finding the maximum clique prob-
lem. One advantage of our quantum-inspired classical
algorithm is that we can choose the output photon num-
ber as we want, while Gaussian boson sampling has a
fixed total photon-number distribution for a given setup.
Thus, when one wants to focus on a particular size of sub-
graphs, Gaussian boson samplers cost additional overhead
for postselection.

We emphasize that since we require the matrix 4 to
be non-negative, our algorithm cannot be used for the
standard Gaussian boson sampling where the matrix A4 is
generally complex. Also, for the relevant problems we con-
sider, we need only to consider collision-free outcomes,
since only collision-free outcomes correspond to proper
subgraphs. Due to this and since the constructed UY? is
only nonzero for at most two i’s for each k [see Eq. flO)
and the construction of B, H, and V], we need only to sim-
ply generate two photons for such i’s modes instead of

sampling after we sample a circuit from {qk}k"’lz2 I

Finally, our sampling algorithm can also be used to
estimate the hafnian of a non-negative matrix with an
additive error, which is comparable with the algorithms
in Refs. [49-51]. It is worth emphasizing that conversely,
the algorithms that estimate the hafnian of a non-negative
matrix with an additive error do not immediately derive an
exact sampling algorithm proposed in this work because
of the additive error. For instance, Ref. [51] employed the
approximate estimation of the hafnian of a non-negative
matrix to construct a sampling algorithm. However, the
approximation algorithm entails a systematic error due to
the additive error induced by the small number of samples,
which may become exponentially significant as the system
size grows; in stark contrast, our algorithm is exact.

IV. PERFORMANCE COMPARISON

Many applications of the Gaussian boson-sampling rou-
tine are based on generating subgraphs that have high
density. Typically, the performance of Gaussian boson
sampling has been compared to the uniform sampler,
which was treated as a representative classical sampler [21,
22,32,33]. Our quantum-inspired algorithm clearly pro-
vides a better way of exploiting a classical computer than a
simple uniform sampler. In this section, we quantitatively
compare the performances for two different tasks.

A. Finding the densest k£ subgraph

One of the particularly interesting problems proposed
to use Gaussian boson samplers is finding the densest k-
subgraph problem, the definition of which is as follows:
given a graph G with M vertices, find the subgraph of £ <
M vertices with the largest density. This problem is known
to be NP-hard [52]. Thus, generally, it is not believed to
be efficiently solved using quantum devices. Nevertheless,
in Ref. [21], it was shown that a Gaussian boson sam-
pler can accelerate the performance of a heuristic classical
algorithm using the fact that the density of a graph is pro-
portional to the number of perfect matchings and that the
output probability of a Gaussian boson sampler is propor-
tional to the square of the number of perfect matchings.
As we have shown in the previous section, our classical
sampler also enjoys the same property, namely, its output
probability is proportional to the number of perfect match-
ings. Therefore, the key property of exploiting a Gaussian
boson sampler to solve this problem can also be obtained
using our classical algorithm.

For the simulation with the Gaussian boson sampler, for
a given graph, we program the Gaussian boson-sampling
circuit using the method in Sec. II and exactly simulate
it using a classical algorithm [53]. Here, we choose the
covariance matrix whose average photon number is equal
to the target subgraph’s size k. As mentioned before, for
our quantum-inspired classical algorithm, we can fix the
output photon number, corresponding to the size of sub-
graphs. The uniform sampler is also implemented over the
k photon subspace.

For practical consideration, we also consider lossy
Gaussian boson sampling, where we replace the loss-
less squeezed states with squeezing parameter 7; by new
squeezing parameter #; such that the average photon num-
ber of the new squeezed states after loss equals the
mean photon number of the lossless squeezed states, i.e.,
sinh? 7; = 5 sinh? r; where 1 is the transmission rate and
1 — n is the loss rate. Thus, we compensate for the effect
by increasing the input squeezing parameter so that the
output Gaussian state has the average photon number to
be k. Otherwise, the probability of detecting & photons
is highly reduced due to the loss. From the experimental
perspective, such an adjustment inevitably increases the
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FIG. 2. Density of samples from ideal and lossy Gaussian boson sampler, our classical sampler, and the uniform sampler for random
graphs with n = 30 vertices and £ = 10 size subgraphs and various p. (a) Average density for different regimes. (b) Maximum density
for different regimes. We use 107 different graphs with 103 number of samples for each p. (c) The maximum density achieved by a
different number of samples with p = 0.3. We analyze other choices of n = 20,40, 100 in Appendix B and show that the behaviors are

similar to the presented case of n = 30.

input squeezing parameter, making the experiment more
demanding.

To compare the performance between different strate-
gies, the ideal and lossy Gaussian boson samplers, our
quantum-inspired classical sampler, and the uniform sam-
pler, we generate Erd6s-Rényi random graphs with differ-
ent probability p of having edges between vertices and
present the behavior of the density of generated samples
from each sampler in Fig. 2. The figure shows that the
Gaussian boson sampler and our quantum-inspired classi-
cal sampler do not have a significant difference for a wide
range of p, while the uniform sampler tends to generate
lower density graphs than the former two, especially for
low p. We also compare the maximum density obtained for
a different number of samples. Again, the uniform sampler
clearly shows poorer performance than other samplers.
Although our quantum-inspired classical algorithm gener-
ates a slightly lower maximum density, the difference is not
very significant.

To compare lossy Gaussian boson samplers with the
lossless Gaussian boson sampler, we observe that the per-
formance degradation due to loss is insignificant. Hence,
for the task of generating dense subgraphs, adjusting
the input squeezing parameters maintains the perfor-
mance of the ideal Gaussian boson sampler, while prepar-
ing squeezed states with large squeezing becomes more
demanding experimentally and may cause additional loss.
Recently, such noise robustness has been used to pro-
vide another classical way of generating dense graphs in
Ref. [54].

In Fig. 3, we compare the probability distributions of
the ideal Gaussian sampler (normalized to the postselected
sector), the quantum-inspired classical sampler, and the
uniform sampler for Erd6s-Rényi random graphs with p =
0.3 and p = 0.75 cases. For the instance that has the largest
probability, i.e., the largest perfect matching, the proba-
bility ratio between the Gaussian boson sampler and the
uniform sampler is large as 280 and 10, respectively, which
can be a large advantage. However, when compared to our

quantum-inspired classical algorithm, the ratio becomes
only about 9 and 3. It implies that we need only approx-
imately 10 times more samples to obtain the instance.
Such a difference comes from the different proportionality
of the probabilities to hafnian. We discuss this difference
and the potential advantage of Gaussian boson samplers
over our algorithm in Sec. V. In Refs. [21,40], the addi-
tional heuristic classical algorithm is applied to find the
densest k subgraph. In the next section for finding the max-
imum weighted clique, we will compare the performance
incorporated with the additional algorithm.

B. Finding the maximum weighted clique

Another relevant interesting problem is finding the max-
imum weighted clique [55,56]. In Ref. [22], the quantum-
classical hybrid algorithm equipped with Gaussian boson
samplers has been proposed to accelerate a heuristic classi-
cal algorithm to solve molecular docking problems, which
is related to drug design [22,57,58]. The problem takes an
input of an undirected graph with vertices and its adja-
cency matrix with an additional vector, which is the weight

(@) (b)

1073
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—— Q-inspired
Uniform

—— GBS ideal
—— Q-inspired
~—— Uniform

H
<
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=
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=
=)
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&

L]

1077 10-8
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FIG. 3. Examples of probability distributions of samplers for
Erdoés-Rényi random graphs with (a) p = 0.3 and (b) p = 0.75
with n = 24, k = 8. The ratio of the largest probability between
the Gaussian boson sampler and the uniform sampler is about
280 and 10, while that between the Gaussian boson sampler and
the quantum-inspired classical algorithm is only about 9 and 3,
respectively.
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vector associated with vertices. Reference [22] provides a
way of embedding the problem to a Gaussian boson sam-
pler, which favorably samples the outcome corresponding
to a high-weight clique. To embed the weight of vertices in
the sampler, we first construct a Gaussian boson sampler
corresponding to a matrix B, which is given by

B=Q(D - AL, (12)

where €2 is a suitable diagonal matrix and D is degree
matrix (D — A is graph Laplacian). The degree matrix is
the diagonal matrix with the degree of each vertex. Then,
it can be shown that the probability distribution is given by

p () o [det(Rn)haf(4n) ] (13)

Therefore, by choosing 2 as a diagonal matrix with the
weight vector as its diagonal elements, we can introduce
the effect of the weight in the probabilities, so that the
sampler favors the outcomes having a large weight. For
collision-free cases, which is our main interest for graph
problems, the dependence from D disappears and we can
set B = QAQ without loss of generality.

Using the fact that for Q2 = diag(wy, ..., w,) [59],

haf(QAQ) = (1‘[ w,) haf(4), (14)

i=1

we can apply the same classical algorithm with the matrix
QA because if 4 is completely positive, then so is QAQ.
As pointed out in Ref. [22], one might choose 2 as a
weight matrix, but one can also choose 2; = 1 4+ aw; to
give some freedom that might weigh more on the haf-
nian than weight. For simplicity, we choose o = 1 for our
numerical results.

We consider two graphs corresponding to different types
of protein, which are studied in Ref. [22]: binding inter-
action between the tumor necrosis factor-a converting
enzyme (TACE) and a thiol-containing aryl sulfonamide
compound (AS) and a different protein structure (PBD
ID: 1ow7), corresponding to Paxillin LD4 motif bound
to the focal adhesion targeting (FAT) domain of the focal
adhesion kinase.

With the graphs and weights used in Ref. [22], we
first obtain 10° samples from each sampler and count
the number of samples corresponding to the maximum
weighted clique. While the Gaussian boson sampler found
approximately 20 samples corresponding to the maximum
weighted clique for both cases, our quantum-inspired clas-
sical sampler and the uniform sampler found only one
or two samples for both cases, which implies that Gaus-
sian boson sampling indeed performs better than the other
samplers. The difference in the performance from the
previous densest subgraph case is that the problems we

(a) (b)
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FIG. 4. Probability distributions of samplers for (a) TACE-AS
and (b) low7, used in Ref. [22]. The ratio of the largest prob-
ability between the Gaussian boson sampler and the uniform
sampler is about 323 and 385, while that between the Gaussian
boson sampler and the quantum-inspired classical algorithm is
only about 11 and 15, respectively.

consider for the maximum weight clique have only a sin-
gle subgraph solution over many subgraphs. In contrast,
the previous density problems may have many subgraphs
having the same density. To be clearer, in Fig. 4, we
compare the probability distributions of the ideal Gaus-
sian sampler, the quantum-inspired classical sampler, and
the uniform sampler. For the instance that has the largest
probability, i.e., the largest perfect matching, the proba-
bility ratio between the Gaussian boson sampler and the
uniform sampler is large as 323 and 385, respectively,
which can be a large advantage. However, when com-
pared to our quantum-inspired classical algorithm, the ratio
becomes only about 11 and 15. It implies that we need only
about approximately 10 times more samples to obtain the
instance.

After sampling from each sampler, we have also imple-
mented additional heuristic procedures, so-called shrink-
ing and searching [60,61]. The basic idea is to shrink the
sampled subgraphs to a smaller clique by truncating ver-
tices that do not constitute a clique and to locally search
larger cliques by adding vertices that compose cliques
maximizing the weight. After the procedures, we compare
the success probability of finding the maximum weighted
cliques for the graphs used in Ref. [22] and a 32-node
graph used in an experiment to claim an advantage over
a classical uniform sampler [32], which is shown in Fig. 5.
One can see that after the additional step, the difference
is not as dramatic as in the first step and that our quantum-
inspired classical sampler performs better than the uniform
sampler, which has frequently been used as a benchmark.

It is worth emphasizing that the experiment in Ref. [32]
using a Gaussian boson sampler and the shrinking and
searching postprocessing with 30 iterations obtained a suc-
cess probability around 16% while we obtain at least 40%
of success probability even with the uniform sampler.
The difference is that for the searching postprocessing, we
aim to find a clique that maximizes the weight, whereas
Ref. [32] aims to maximize the size of the clique without

020341-7



OH, FEFFERMAN, JIANG, and QUESADA

PRX QUANTUM 5, 020341 (2024)

(a% (b) (©)

' ? S S D D D D 0.5 $r3iEIZz3
HHHH Liisidiis
= 50.25 444442 | So4
204 3 3
S | | 5 s s e s x Z Z x x x 3 ©0.20 ¥ ©0.3
203 —$— GBS ideal 0 0.5 —$— GBS ideal o —$— GBS ideal
4] GBS loss = 0.3 2 GBS loss = 0.3 uo0.2 GBS loss = 0.3
0 0.2 —4— GBS loss=0.5 9 0.10 —4— GBS loss = 0.5 5] —4— GBS loss = 0.5
a —$— Q-inspired a ——$— Q-inspired & 0.1 —$— Q-inspired

0.1 —4— Uniform 0.05 —4— Uniform —&$— Uniform
0.0
2 4 6 8 10 12 14 2 4 6 8 10 12 14 0 5 10 15 20 25 30
Iterations Iterations Iterations
FIG. 5. Success probability of finding the maximum weighted clique with different iteration steps for shrinking and searching with

the graphs (a) TACE-AS, (b) low7, used in Ref. [22] and (c) 32-node graph used in a recent experiment [32].

taking into account the weight. Such a different postpro-
cessing leads to a significant gap. Also, for this case, we
used only 300 samples, unlike 10° samples for the pre-
vious cases, to make the number of samples the same as
the experiment. Consequently, the very small gap between
the performances of the Gaussian boson sampler and our
sampler implies that the advantage over a classical sampler
does not exist or is insignificant in this case.

Now we compare the maximum squeezing parameters
required for ideal and lossy Gaussian boson samplers. For
the ideal case, for the first graph, the maximum squeez-
ing parameter is 7p,x = 1.380. On the other hand, for
the lossy case, when the loss rate is 1 — n = 0.3, rpax =
1.557 and when the loss rate is 1 — n = 0.5, . = 1.725.
For the second graph, for the ideal case and lossy cases
with 1 — »n = 0.3, 0.5, the maximum squeezing parameters
are given by 7., = 1.121,1.312, 1.499, respectively. For
the third graph, the maximum squeezing parameters are
given by rmax = 1.200, 1.381, 1.555, respectively. There-
fore, although theoretically, the lossy case is comparable
to or even better than the lossless case, the initial squeez-
ing parameters to compensate for the realistic photon loss
become more demanding in experiments.

V. DISCUSSION ON POTENTIAL QUANTUM
ADVANTAGE FROM THE GAUSSIAN BOSON
SAMPLER

We now discuss how much improvement a Gaussian
boson sampler might achieve over our classical algorithm
and if a Gaussian boson sampler can provide an expo-
nential speedup over our algorithm. We emphasize that
finding the densest & subgraph or the maximum weighted
clique relies on the heuristic argument for the proportion-
ality between the number of perfect matchings and the
density. To avoid the subtlety due to this, in this section,
we will focus on the problem that finds the subgraphs
with the maximum number of perfect matchings, which
is directly related to the output probabilities [40]. To do
this, we consider the problem of obtaining a specific sam-
ple n* having the largest number of perfect matchings,

say the solution of the problem, and compare how much
time cost is required for each sampler with fixing a certain
photon-number sector.

Recall that for a given adjacency matrix 4, a Gaussian
boson sampler generates samples following the probability
distribution (normalized within a particular photon number
sector):

_ JhafUo)P _ haf(d,)?
 Zy Zy

po(m) (15)

and the proposed quantum-inspired classical algorithm
generates samples following the probability:

haf(4,)

pc(n) = Zc

(16)

Here, Zp and Z are normalization factors. Then the two
distributions are related as

VPo(m)
> v/Pom)’

First, we assume that the solution n* is unique, which
can be generalized to polynomially many solutions. In
this case, when po(n*) is inverse-exponentially small,
the Gaussian boson sampler already takes exponential
time to obtain the corresponding sample. Thus, we will
focus on the case that pp(n*) is only inverse-polynomially
small, which guarantees that a Gaussian boson sampler
can generate the corresponding sample in a polynomial
time. Now, suppose that the probabilities pp(n) are con-
centrated on polynomially many outcomes including n*,
i.e., po(m) = O(1/poly(M)) for some polynomially many
n and pp(n) =0 otherwise. Then, using the Cauchy-
Schwarz inequality,

= O(poly(M)), (18)

pc(n) = (17)
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where the sum is over the support of po(n), we obtain for n
such that pp(n) = O(1/poly(M)), pc(n) is at least inverse-
polynomially large. Therefore, the classical sampler also
takes only polynomial time to obtain the sample n*, which
implies that the Gaussian boson sampler provides at most
a polynomial speedup.

Now, suppose that pp(n) = O(1/poly(M)) for polyno-
mially many n including n* and pp(n) = O(1/exp(M))
for other exponentially many outcomes. For simplicity,
let us consider an example: po(n*) = 3/4 and pp(n) =
1/4M+1 for 4™ number of n. For such a distribution, the
corresponding probability pc(n*) becomes

(n*) = V32
PRI = B Lot x amt

= O(1/ exp(M)),
(19)

which is inverse-exponentially small. Therefore, for this
example, running the quantum-inspired classical algorithm
we proposed would take an exponential time to gener-
ate n*, which shows an exponential separation between
the Gaussian boson sampling and our quantum-inspired
classical algorithm.

The pertinent question is whether such a nontrivial prob-
lem with the above distribution exists. Unfortunately, this
might not be the case. Let us consider a similar problem
in the Fock-state boson-sampling setting [42], where the
probability is expressed by the permanent of the submatri-
ces of a unitary matrix. Mathematically, it was shown that
if the output probability (permanent) is large as 1/poly, the
relevant matrix has to be very close to a trivial matrix, such
as the identity matrix, or permutation matrices [62,63].
We expect that a similar result holds for the hafnian and
the Gaussian boson sampling, although it has not been
proven to the best of our knowledge. (If it turns out
to be false for hafnian, it can provide an exponential
speedup over our algorithm, as shown above.) In addi-
tion, since the relevant graph-theoretic problems, such as
finding the densest & subgraphs and finding the maximum
weight clique, are NP-hard, such instances are not the
hardest instances of the problems unless quantum devices
can solve NP-hard problems efficiently. Nevertheless, the
above example implies that if a relevant problem associ-
ated with an adjacency matrix 4 has an outcome n* with
large |haf(4,+)|?> with other exponentially many outcomes
having very small probabilities, running a Gaussian boson
sampler can provide a significant improvement over our
algorithm.

Another more interesting possibility for quantum advan-
tage is the problem in which there exist exponentially
many solutions among a much larger number of possi-
ble instances, instead of a unique solution. Suppose that
we have 4" /2 number of solutions that have probability
po(m) = 1/4" and 4" /2 number of instances that are not

solutions whose probabilities are 1/4", where N is a pos-
itive integer. Then, the probability of obtaining a solution
is given by 1/2 for the quantum case. If we translate this
into our classical algorithm, the probability of obtaining a
solution is given by

. o 1
ZPc(n) — Zn.sol\/m B

n:sol Zn va(n) A +2M 1 + M=
(20)

Hence, when M — N = Q(N), e.g., M = 2N, the prob-
ability of obtaining a solution becomes exponentially
small. Therefore, in this case, whereas the Gaussian boson
sampler can efficiently obtain a solution, our classical
algorithm takes exponential samples, 2¥~" to obtain a
solution. Unlike the unique-solution case, the Gaussian
boson sampler may still provide an advantage over our
algorithm.

VI. DISCUSSIONS

In this work, we have presented a quantum-inspired
classical algorithm for finding the densest & subgraph and
finding the maximum weighted clique. We numerically
show that although the Gaussian boson sampler may pro-
vide an advantage over our algorithm for a fixed number
of samples, the advantage is generally not very significant.
On the other hand, we provide a potential advantage of
a Gaussian boson sampler over our classical algorithm in
Sec. V.

However, it might be possible to find a better classi-
cal algorithm than our algorithm; in principle, a classical
algorithm following the same probability distribution as
the Gaussian boson sampler associated with a non-negative
matrix 4 is not prohibited because computing the haf-
nian of a non-negative matrix within a multiplicative error
is in BPPNY not #P-hard, which is crucial for hardness
proof of boson sampling [42,64]. Furthermore, since find-
ing the densest £ subgraph and the maximum weighted
clique relies on the proportionality between the density and
the number of perfect matchings, there may exist a clas-
sical sampler whose output probability is proportional to
a quantity that is easy to sample from but is still highly
proportional to the density. Again, we emphasize that our
algorithm is irrelevant to the standard Gaussian boson-
sampling hardness [11,65] because the associated matrix
for the standard setting is not generally non-negative. In
addition, analyzing and generalizing our algorithm for
other applications [23,66], such as optimization [67] and
graph similarity [33,68—70], would be an interesting future
work.

Moreover, in general, more extensive studies on whether
the sampler-based algorithms, such as Gaussian boson
sampler or our sampler, can outperform other exist-
ing methods are another important future work. In

020341-9



OH, FEFFERMAN, JIANG, and QUESADA

PRX QUANTUM 5, 020341 (2024)

Appendix C, we consider an ant-colony-optimization
(ACO) algorithm [71] as an example of classical algo-
rithms for solving the densest k-subgraph problem and
show that for typical cases, the ACO algorithm outper-
forms the sampling-based algorithms (even with the simu-
lated annealing method proposed in Ref. [21]). Neverthe-
less, there may be some ensemble of graphs for which the
sampler-based method surpasses existing classical algo-
rithms, which we leave an open question. Also, it may be
possible to incorporate the samplers into existing classical
algorithms to enhance the performance such as the ACO
algorithm (see Appendix C for more analysis).

In Ref. [72], the so-called independent pairs and singles
(IPS) distribution, which was developed for a different pur-
pose, is shown to be classically efficiently samplable. For
our purpose, we focus only on pairs. For a given M x M
non-negative matrix 4, i.e., 4 > 0, the distribution is
defined as follows:

| M
=3 Xjk=14jk
[Tin:!

where n corresponds to the output photon-number vec-
tor. The sampling algorithm is implemented by generat-
ing photon pairs for each mode pairs (j, k) (with j < k)
from a Poisson distribution with mean given by 4; ; and
combining the photon numbers. First, if we postselect
collision-free outcomes for a fixed total photon number,
then the probability distribution is equivalent to our pro-
posed algorithm. However, for a given matrix 4, the total
photon-number distribution of the IPS sampler is fixed,
which potentially costs an additional overhead. (This is the
case for Gaussian boson samplers as well.) More specifi-
cally, when one wants to focus on subgraphs with a fixed
number of vertices, the postselection overhead is addi-
tionally required. On the other hand, our algorithm can
generate the desired photon number only, which does not
cause any postselection cost (except for collision-free post-
selection, which applies to Gaussian boson samplers and
IPS samplers as well).

Q) = haf(4,), @n
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APPENDIX A: OUTPUT PROBABILITY OF
QUANTUM-INSPIRED CLASSICAL ALGORITHM

Let us first consider a probability of obtaining
{(kiy n™)}Y |, where 1 <k <K, i.e., we obtain k; from
the probability distribution {q,}K . and n® from the two-
photon boson sampling from U% for ith trial,

N
(ky, ™)) = [ [ p((ki,n®))

i=1

N
— 20.. Uki . 2 Uki . 2
H<Qk,| 1,n§’)| | 1,n§’)| 5

) (A2)

p((k,n), ..., (A1)

where n&’)z denotes the indices of the first and the second
ones in the vector, respectively. The second line is from
Eq. (3) with g, for the probability of obtaining k;.

If we marginalize the information of which two-photon
boson sampling we used and individual two-photon out-

comes, i.e., k’s and n®’s, we obtain the probability
distribution
pm) = Z Y p(Ua,n™),.. . Gy, n™))
Kook =1 (D q ),
£ a0
(A3)
k; K
= Z Z l_[<261k|U( )(;)| |U( )(;)| )
klpky=1 () q), i=1
Y n=n
(A4)
N K
= Z l_[ Z 2q}c|U(k)(1)|2|U(k)(1)|2 (AS)
I,n I,n
a0 ), i=1 k=1 o w2
i n®=n
! ® A6
N Z 9P 5 2i—1),0 (2i)° (A6)
oeSyy i=1 k=
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where the sum over n® stands for the sum over all possi-
ble vectors {n®}Y | such that each vector n®” is composed
of only two ones with other elements being zeros and the
sum of the vectors is equal to n. Here, the first line is
the marginalization of the information of k;’s and n®’s,
and the second line is from Eq. (A2), and the third line is
obtained by changing the order of the product and the sum-
mation, and the last line is by changing the summation for
n® by partitioning 2N ones in n into N pairs. Hence, we
derived Eq. (4) in the main text.

APPENDIX B: ADDITIONAL PLOTS

In this Appendix, we present additional plots to com-
pare the performance of the Gaussian boson sampler, our
quantum-inspired sampler, and the uniform sampler with
different random graphs, the number of vertices to be n =
20,40, 100 with fixing £ = 10, which are shown in Fig. 6.
Although we focused on the case of n = 30,k = 10 in the
main text, the additional figure clearly shows that the per-
formance difference is not significant for different choices
of the size of graphs n.
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FIG. 6. Density of samples from ideal and lossy Gaussian
boson sampler, our classical sampler, and the uniform sampler
for random graphs with (a),(b) n = 20, (¢),(d) n = 40, (e),(H) n =
100 vertices and k£ = 10 size subgraphs and various p. (a),(c),(e)
Average density for different regimes. (b),(d),(f) Maximum den-
sity for different regimes. We use 10? different graphs with 10
number of samples for each p.

APPENDIX C: DISCUSSION ON EXISTING
CLASSICAL ALGORITHMS

Besides the algorithm using Gaussian boson sampler
[21,40], there have been numerous studies to find classi-
cal algorithms for solving the densest k-subgraph problem
or finding the maximum weight clique problem due to
their importance for many applications. We refer readers
to Refs. [55,56,73—77] for the survey.

In this Appendix, we discuss the performance of the
algorithm using the Gaussian boson sampler and uni-
form sampler, our quantum-inspired classical algorithm
against a particular classical algorithm focusing on find-
ing the densest k-subgraph problem [71]. The classi-
cal algorithm we consider is based on an ant-colony-
optimization approach [78], which has been successful
for various optimization problems such as the traveling
salesman problem [79]. We chose this particular algorithm
because of its efficiency despite its simplicity, while we
emphasize that we do not claim that this is the best-
known classical algorithm and there are various classical
algorithms to be compared against.

The high-level idea of this algorithm is based on the
behavior of ants to find a path; ants communicate with
pheromones, and based on the information obtained by
the communication, they can find the shortest path to the
destination (e.g., the food source). Therefore, the qual-
ity of the previous solutions changes the configuration of
pheromones, and the subsequent trials adaptively change
the path based on it.

More specifically, suppose ants move along a graph
along its edges. When an ant is at the ith vertex, the
probability of moving to j th vertex is calculated as

()" (n;)”

., ifj €N,
2 ken; (T (i) P /

(CDH

p(,j) =

where 7; is called the pheromone level between nodes i
and j, and n; is the heuristic information, and N, is the
set of the neighbors of the vertex i. Here, we choose the
heuristic information as the density of the jth vertex in
the subgraph obtained by subtracting the vertices the ant
has moved through from the entire graph (one may choose
it differently). After an ant finishes, i.e., the ant moves
through £ vertices, we obtain a solution and update the
pheromone using the quality of the obtained solution:

Tj —> PTjj + Q, (CZ)
where p is called the evaporation coefficient and Q is the
quality of the solution, i.e., the density of the obtained
solution. Thus, the algorithm is stochastic and adaptive.
For the performance comparison, we fix the parameters as
the number of ants to be 10 and o =1, 8 =3, p =0.9
while the choice of parameters may be further optimized
for different graphs.
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FIG. 7. Maximum density obtained by Gaussian boson sampler, our classical sampler, and the uniform sampler for random graphs

of n = 30 and & = 10 (a) without and (b),(c) with the simulated annealing (SA) of the number of steps to be 10 and 100, respectively.

We first compare the Gaussian, quantum-inspired, uni-
form samplers to the ACO algorithm for Erdds-Rényi
random graphs with » = 30 and k& = 10, which is shown
in Fig. 7(a). Clearly, the ACO algorithm’s results are
significantly denser than the simple sampling methods,
namely, random search. However, Refs. [21,40] suggested
that such a random search algorithm can be employed for
a more sophisticated stochastic method, such as explo-
ration, tweaking, and simulated annealing. The simulated
annealing algorithm runs as follows [21]. (1-1) Generate
a random /-vertex subgraph R of an input subgraph S of
| < k vertices. (1-2) Extend R by picking a uniform ran-
dom number 0 < m < k — [ of the vertices remaining from
S, along with the corresponding edges, which yields an
| + m-vertex graph. (2-1) Generate a random subgraph T
of k — [ vertices using a sampler. (2-2) Reduce T by ran-
domly picking m vertices. (3) Attach the graph R and T
if R and T are disjoint; otherwise, redo until the condition
is satisfied. We then use the above step as a subroutine of
the so-called simulated annealing; the latter is a stochastic
method that replaces the candidate S with a new candidate
with probability determined by the temperature and the
quality of the candidates. (In our case, density corresponds
to the quality.) When the temperature is high, it is likely
to replace the candidate if the new candidate is low qual-
ity. When the temperature is low, it is unlikely to replace
the candidate if the new candidate is low quality, and the
temperature decreases as the running time increases. The
initial candidate S is chosen by a sampler, and the simu-
lated annealing processes the candidate afterwards. Thus,
we introduce an additional classical algorithm to further
process samples generated by Gaussian, quantum-inspired,
uniform samplers to enhance the performance beyond the
simple random search.

With certain parameters, the initial temperature 7 =
0.01 and linear cooling schedule with the number of steps
10 and 100, we again compare with the ACO algorithm
in Figs. 7(b) and 7(c). Whereas the improvement by
the simulated annealing with the number of steps 10 is
not sufficiently significant, we achieve almost the same

performance when the number of steps is 100. To ana-
lyze the difference more extensively, we also consider
structured graphs, i.e., not a generic random graph. We
employ the same graph used in Ref. [21], which was gen-
erated by (i) generating a random graph of 20 vertices with
p = 0.5, (i1) generating another random graph of ten ver-
tices with p = 0.875, and (iii) selecting eight vertices at
random in both graphs and adding an edge between them.
We compare the maximum density obtained for different
numbers of samples by each method, random search and
simulated annealing with different samplers and the ACO
algorithm, which are shown in Fig. 8. We can observe
from the figure that although adding more steps for the
simulated annealing improves the performance for this
structured graph, the ACO algorithm finds a higher-density
subgraph much faster than other methods. Therefore, over-
all, the simulated annealing algorithm with Gaussian or
quantum-inspired classical samplers does not outperform
the ACO algorithm for this case. It is worth noting that
the uniform sampler with simulated annealing performs
better than other samplers when the number of steps is
100, which may be attributed to the sufficiently large num-
ber of steps for the simulated annealing that makes more
exploration by uniform sampler beneficial over Gaussian
or quantum-inspired sampler weighs on certain patterns.
Since the ACO algorithm seems very powerful, we may
also attempt to incorporate the Gaussian boson sampler or

(a) Planted, steps = 10 (b) Planted, steps = 100
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FIG. 8. Maximum density obtained by different schemes for a

structured graph of n = 30 and k£ = 10 with the number of steps
(a) 10 and (b) 100 for simulated annealing (SA).
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FIG. 9. Maximum density obtained for (a) » = 30,k = 10 and
(b) n =180,k = 16 structured graphs by the ACO algorithm
with different methods of choosing the initial positions of ants.
Here, we generate 100 samples to determine the initial posi-
tions of ants for the cases of the Gaussian boson sampler and
quantum-inspired classical sampler.

our classical sampler into the ACO algorithm. Much like
the simulated annealing method, one way to do this is to
use the samplers to choose the initial positions of ants. The
intuition is that if the ants start from the vertices of dense
subgraphs (more precisely, subgraphs with a large hafnian)
instead of a random choice of the initial vertices, there may
be a higher chance of finding the densest subgraph. To real-
ize the intuition, we first generate a number of samples of &
subgraph using a Gaussian boson sampler or the quantum-
inspired classical sampler and pick the subgraph with the
largest density, and then ants begin at the vertices of the
subgraph.

To see whether it actually enhances the performance,
we again compare the performance between the ACO
algorithms with uniform random initial vertices, degree-
weighted random initial vertices, and sampler-assisted ini-
tial vertices. Here, the degree-weighted method randomly
chooses the initial vertices with probabilities weighted
by each vertex’s degree, inspired by the sampler-assisted
method. We again consider structured graphs and present
the results in Fig. 9. For the n = 30 and k& = 10 case, the
graph was generated by (i) generating a random graph
of n vertices with p = 0.4 and (ii) replacing 1-5, 11-15,
21-25 subgraphs by random graphs of five vertices with
p = 0.8. For the n = 180 and k = 16 case, the graph was
generated by (i) generating a random graph of n vertices
with p = 0.4 and (ii) replacing 1-30, 116135, 156—180
subgraphs by random graphs of 30, 20,25 vertices with
p = 0.8. For those cases, we can indeed observe that the
initial vertices chosen using a Gaussian boson sampler and
our classical sampler enhance the performance of the ACO
algorithm. (For the latter, we did not implement the Gaus-
sian boson sampler due to the large computational cost.)
Thus, it also shows that the sampling methods may be able
to enhance the performance of existing stochastic classical
algorithms other than the simulated annealing proposed in
Refs. [21,40].

Although we compared the sampling-based algorithms
to a specific classical algorithm and provided a possibility

of extending it to a hybrid method, we emphasize that more
extensive studies of how the Gaussian boson sampler or
our classical sampler compares to other existing classi-
cal algorithms and whether such a hybrid method can be
extended to other classical algorithms are necessary.
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