
PRX QUANTUM 5, 010331 (2024)

Stabilizer Subsystem Decompositions for Single- and Multimode
Gottesman-Kitaev-Preskill Codes

Mackenzie H. Shaw ,1,* Andrew C. Doherty ,1 and Arne L. Grimsmo 1,2,3

1
ARC Centre of Excellence for Engineered Quantum Systems, School of Physics, The University of Sydney,

Sydney, NSW 2006, Australia
2
AWS Center for Quantum Computing, Pasadena, California 91125, USA
3
California Institute of Technology, Pasadena, California 91125, USA

 (Received 9 December 2022; revised 28 July 2023; accepted 10 January 2024; published 23 February 2024)

The Gottesman-Kitaev-Preskill (GKP) error-correcting code encodes a finite-dimensional logical space
in one or more bosonic modes, and has recently been demonstrated in trapped ions and superconducting
microwave cavities. In this work we introduce a new subsystem decomposition for GKP codes that we
call the stabilizer subsystem decomposition, analogous to the usual approach to quantum stabilizer codes.
The decomposition has the defining property that a partial trace over the nonlogical stabilizer subsystem
is equivalent to an ideal decoding of the logical state, distinguishing it from previous GKP subsystem
decompositions. We describe how to decompose arbitrary states across the subsystem decomposition using
a set of transformations that move between the decompositions of different GKP codes. Besides providing
a convenient theoretical view on GKP codes, such a decomposition is also of practical use. We use the
stabilizer subsystem decomposition to efficiently simulate noise acting on single-mode GKP codes, and in
contrast to more conventional Fock basis simulations, we are able to consider essentially arbitrarily large
photon numbers for realistic noise channels, such as loss and dephasing.
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I. INTRODUCTION

Bosonic codes encode digital quantum information
in continuous-variable (CV) quantum systems and have
received both theoretical [1–3] and experimental [4–9]
attention. The Gottesman-Kitaev-Preskill (GKP) codes
[10] are one of the most intensively studied encodings of
this type, and the single-mode square GKP qubit code has
recently been realized in both trapped ions [11,12] and
superconducting microwave resonators [13–15].

From a theoretical perspective, bosonic codes can be
understood as defining a logical subspace L of the CV
Hilbert space H = L ⊕ L∗, with the infinite-dimensional
Hilbert space L∗ providing the redundancy required for
error correction. However, in the case of GKP codes, the
non-normalizability of the codewords [10] means that the
GKP logical “subspace” is formally not in the CV Hilbert
space.
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An alternative formulation, which can be applied to any
error-correcting code, is to consider a decomposition of the
Hilbert space such that the logical information in the error-
correcting code forms a subsystem H = L ⊗ S [16,17]. In
such a decomposition, the partial trace over the nonlog-
ical subsystem corresponds to a decoding map H → L.
In Ref. [18], Pantaleoni et al. introduced the concept of a
bosonic subsystem decomposition, and defined a subsys-
tem decomposition for single-mode GKP codes based on
a modular quadrature. This subsystem decomposition has
been used in numerical studies of GKP codes [19–22].

The subsystem decomposition is, however, not unique
and there are good reasons to investigate alternatives.
Specifically, the subsystem decomposition of Ref. [18] has
lower symmetry than the GKP code itself: the logical sub-
system differs if one chooses position or momentum as
the “modular quadrature.” More recent work [23] has also
linked the modular position subsystem decomposition to
the Zak basis [24]. In all of these cases the decomposi-
tion does not represent the logical information one would
retrieve by performing noiseless decoding of the GKP code
[23].

In this work, we introduce a subsystem decomposi-
tion that resolves these issues. In particular, this new
decomposition has the desirable property that tracing over
the nonlogical subsystem S corresponds to a noiseless
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decoding map for the GKP code. We refer to this decom-
position as the GKP stabilizer subsystem decomposition,
as different stabilizer eigenstates correspond to orthogonal
basis states of the subsystem S . The stabilizer subsystem
decomposition for GKP codes is entirely analogous to the
stabilizer-destabilizer formalism of qubit codes [25].

The stabilizer subsystem decomposition can be applied
to all multimode qubit or qudit GKP codes (including the
concatenation of GKP and qubit stabilizer codes), and is
closely related to the Zak basis [24]. For any GKP encod-
ing, we show how to write an arbitrary CV state in the
corresponding stabilizer subsystem decomposition from
the position wave function of the state. We use the sub-
system decomposition to provide a description of logical
Clifford gates on the subsystem decomposition, and show
that an ideal implementation of a logical Clifford gate can
propagate errors unless a modified round of decoding is
performed immediately after the gate.

One practical challenge with GKP codes is the diffi-
culty of numerically simulating GKP codes using a trun-
cated Fock basis, since both the mean and variance of
the photon-number distribution of physically realizable
GKP codestates increases as the codestates approach the
infinitely squeezed “ideal” codewords. Logical gates can
also increase the photon number of the codestates, pro-
viding a further need to find new numerical methods to
efficiently store and manipulate GKP states [26].

Using the stabilizer subsystem decomposition we are
able to study realistic noise channels such as loss and
white-noise dephasing for essentially arbitrary photon
numbers. In the case of the single-mode square GKP qubit
code our treatment is analytical. We find that GKP codes
are far more resilient against pure loss than against dephas-
ing: a square single-mode code state with ten decibels of
GKP squeezing achieves an average gate infidelity below
10−3 for a loss rate up to approximately 4%, while it can
only tolerate a dephasing rate of approximately 0.2% to
achieve the same fidelity. In the case of pure dephasing,
i.e., with white-noise dephasing as the only noise chan-
nel, there is a threshold value for the GKP squeezing value
and dephasing rate for the GKP code to “break even,” as
the GKP code performs better than a qubit defined using
the Fock states |0〉 and |1〉 only when the GKP squeez-
ing is above 10 dB and simultaneously the dephasing rate
is below 0.1%. We also find that for both pure loss and
pure dephasing, there is an optimal finite photon number
that minimizes the logical error rate, which is much larger
for loss than for dephasing at the same rate, qualitatively
consistent with the results of Refs. [13,27].

Our results are organized as follows. Beginning in Sec.
II, we present the stabilizer subsystem decomposition for
the single-mode square GKP qubit code. Readers wishing
to quickly learn the key concepts in the paper can safely
begin by reading only Sec. II, since it provides a simple
explanation of most of the results in the rest of the paper.

Then in Sec. III, we provide an overview of the estab-
lished formalism of multimode GKP lattices and set up
the notation we will use in the remainder of the paper. In
Sec. IV, we define the stabilizer subsystem decomposition
in the general case and show that the partial trace over
the stabilizer subsystem corresponds to noiseless decod-
ing. In Sec. V, we show how to transform the states of
the stabilizer subsystem decomposition of one GKP code
to any other code, and describe the method to write the
subsystem “wave function” of a state in terms of its posi-
tion wave function. Finally, we show how to write many
practical components of GKP codes conveniently in the
stabilizer subsystem decomposition, namely logical Clif-
ford gates (Sec. VI), approximate GKP codewords, and
noise channels, such as pure loss, Gaussian displacements,
and white-noise dephasing (Sec. VII). Readers focused on
applying the stabilizer subsystem decomposition to model
noise can safely skip Secs. III–VI and go straight to Sec.
VII. We provide concluding remarks in Sec. VIII.

II. STABILIZER SUBSYSTEM DECOMPOSITION
FOR THE SQUARE GKP QUBIT CODE

We begin by constructing the stabilizer subsystem
decomposition in the simplest nontrivial case: the single-
mode square GKP qubit code. To define the subsystem
decomposition in Eqs. (8), (15), and (17), we will make use
of the Zak states [24], and provide the intuition for why the
stabilizer subsystem decomposition accurately describes
the GKP logical information stored in an arbitrary state.
Then we will outline the key properties of the decomposi-
tion in Sec. II C, including examples of states and operators
decomposed in the subsystem decomposition. In doing so,
we foreshadow the numerical techniques for simulating
GKP codes that we develop in more detail in Sec. VII.

A. Preliminaries

The square GKP qubit code encodes a qubit into a
single-mode continuous-variable (CV) Hilbert space H,
which is described by position and momentum opera-
tors that satisfy [q̂, p̂] = i. We define the displacement
operators

Ŵ(v1, v2) = exp
(√

2π i(v2q̂ − v1p̂)
)

(1)

for v1, v2 ∈ R, which form an operator basis of L(H), the
space of all linear operators acting on H. The displacement
operators obey the commutation relation

[[Ŵ(u1, u2), Ŵ(v1, v2)]] = e−2iπ(u1v2−u2v1), (2)
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where [[A, B]] = ABA−1B−1 is the group commutator, and
the composition rule

Ŵ(u1, u2)Ŵ(v1, v2) = e−iπ(u1v2−u2v1)Ŵ(u1 + v1, u2 + v2).
(3)

Ŵ(v1, v2) “displaces” the position and momentum opera-
tors such that

Ŵ(v1, v2)
†q̂Ŵ(v1, v2) = q̂ +

√
2πv1, (4a)

Ŵ(v1, v2)
†p̂Ŵ(v1, v2) = p̂ +

√
2πv2. (4b)

Note that Eqs. (1) and (4) differ by a factor of
√
π from the

more standard definition D̂(α) = exp
(
αâ† − α∗â

)
.

The square GKP qubit code is a stabilizer code with
stabilizer group generated by the commuting displacement
operators

Ŝ1 = Ŵ
(√

2, 0
)

= e−2i
√
π p̂ , (5a)

Ŝ2 = Ŵ
(

0,
√

2
)

= e2i
√
π q̂, (5b)

along with their inverses. The logical Pauli group is gener-
ated by

X̄ = Ŵ
(

1/
√

2, 0
)

= e−i
√
π p̂ , (6a)

Z̄ = Ŵ
(

0, 1/
√

2
)

= ei
√
π q̂, (6b)

which anticommute with each other but commute with the
stabilizer generators. The ideal codespace is the simulta-
neous +1 eigenspace of both stabilizer generators, and is
spanned by the ideal codestates

|0̄〉 ∝
∑
s∈Z

|2s
√
π〉q , |1̄〉 ∝

∑
s∈Z

|(2s + 1)
√
π〉q , (7)

where |x〉q is the x eigenstate of the position operator q̂.
A particularly useful set of states for describing GKP

codes is the Zak basis [24], and was first applied to GKP
codes in Ref. [28]. The Zak states are parameterized by
two real numbers, k1 and k2, and are given in the position
basis by

|k1, k2〉a = 4√2πa2 eiπk1k2
∑
s∈Z

e2iπak2s
∣∣√2π(k1 + as)

〉
q,

(8)

where a > 0 is a constant. Note that we have rescaled
some of the constants in our definition compared to Ref.
[24]. We can interpret the (rescaled) parameter

√
2πk1 as

the quasiposition of the Zak state in the following sense:

since a given Zak state has support on position eigenval-
ues spaced by

√
2πa, each Zak state is an eigenstate of the

modular-position operator q̂ (mod
√

2πa), with eigenvalue√
2πk1. Likewise, it can be shown that

√
2πk2 represents

the quasimomentum of the Zak state corresponding to the
modular-momentum operator p̂ (mod

√
2π/a).

The full set of Zak states with k1, k2 ∈ R span H but
are not linearly independent, obeying the quasiperiodic
boundary conditions

|k1 + a, k2〉a = e−iπak2 |k1, k2〉a , (9a)

|k1, k2 + 1/a〉a = eiπk1/a |k1, k2〉a . (9b)

As a result, the Zak states only form a nonovercomplete
basis of H when k1 is restricted to an interval of length a
and k2 to an interval of length 1/a. Moreover, the Zak basis
is orthonormal, satisfying

a 〈k1, k2|k′
1, k′

2〉a = δ(k1 − k′
1)δ(k2 − k′

2) (10)

as long as k1 and k2 are restricted as above.
An alternative formulation of the Zak states is to define

|0, 0〉a as the unique simultaneous +1 eigenstate of the
displacements Ŵ(a, 0) and Ŵ(0, 1/a). The remaining Zak
states are then given by the property

|k1, k2〉a = Ŵ(k1, k2) |0, 0〉a . (11)

Setting a = √
2, we observe that the |0, 0〉√2 Zak state is

a simultaneous +1 eigenstate of the GKP operators Ŝ1 and
Z̄, so we can write

|0̄〉 = |0, 0〉√2 , |1̄〉 = X̄ |0̄〉 = |1/
√

2, 0〉√2 . (12)

The remaining a = √
2 Zak states can be viewed as dis-

placed GKP codestates.

B. Stabilizer subsystem decomposition for the GKP
code

To define the stabilizer subsystem decomposition we
first define the stabilizer subspaces Vk1,k2 , each of which
is a simultaneous eigenspace of the stabilizer generators
Ŝ1, Ŝ2. In particular, we define Vk1,k2 as the set of states
|φ〉 ∈ H satisfying

Ŝ1 |φ〉 = e−2i
√
π p̂ |φ〉 = e−2

√
2iπk2 |φ〉 , (13a)

Ŝ2 |φ〉 = e2i
√
π q̂ |φ〉 = e2

√
2iπk1 |φ〉 , (13b)

for k1, k2 ∈ (−2−3/2, 2−3/2
]
. Here,

√
2πk1 and

√
2πk2 rep-

resent the quasiposition q̂ (mod
√
π ) and quasimomentum

p̂ (mod
√
π) of |φ〉 (respectively). It is straightforward

to show that each subspace Vk1,k2 is two-dimensional
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(a)

(b)

FIG. 1. Diagrams representing (a) the stabilizer subsystem
for the single-mode square GKP qubit code, (b) the Zak basis
with a = √

2. In subplot (a), each point represents the two-
dimensional stabilizer subspace Vk1,k2 ; while in (b) each point
represents a single Zak state |k1, k2〉√2. Applying a random walk
of displacement operators to an ideal GKP codestate |ψ〉L ⊗
|0, 0〉 does not affect the logical subsystem until the state reaches
one of the quasiperiodic boundaries of the cell; for example,
causing an X̂ error as shown in (a). The corresponding path is
traced out twice in (b) since each basis state |ψ〉 ⊗ |k1, k2〉 of the
square GKP code consists of superpositions of states |k1, k2〉√2

and |k1 + 1/
√

2, k2〉√2 in the Zak basis.

and spanned by the a = √
2 Zak states |k1, k2〉√2 and

|k1 + 1/
√

2, k2〉√2. With this connection to Zak states we
can see that the union of subspaces Vk1,k2 for k1, k2 ∈(−2−3/2, 2−3/2

]
spans the full Hilbert space H.

Since each stabilizer subspace Vk1,k2 is two-dimensional,
we can define a qubit within each subspace labeled
by the orthonormal stabilizer states |μ, k1, k2〉, where
μ = 0, 1. The naïve way to do so would be to define
the |0, k1, k2〉 stabilizer state as |k1, k2〉√2 and |1, k1, k2〉
as |k1 + 1/

√
2, k2〉√2. This is justified since |k1, k2〉√2

is “closest” to the ideal codestate |0̄〉 = |0, 0〉√2, while
|k1 + 1/

√
2, k2〉√2 is “closest” to |1̄〉 = |1/√2, 0〉√2, see

Eq. (12) and Fig. 1.
However, we want to ensure that the qubit state repre-

sents the GKP logical information stored in the state. In
particular, we impose the defining property of the stabilizer

states that

|ψ , k1, k2〉 = Ŵ(k1, k2) |ψ̄〉 (14)

is a displaced ideal codestate for all qubit states |ψ〉 =
α |0〉 + β |1〉 with ideal GKP encoding |ψ̄〉 = α |0̄〉 +
β |1̄〉.

To see the importance of Eq. (14), consider perform-
ing a round of ideal GKP error correction on the state
|ψ , k1, k2〉 as follows. First, we measure the stabilizer gen-
erators, which reveals the values of k1 and k2 via Eq. (13).
Then, we apply the displacement Ŵ(k1, k2)

† that returns
the state to the ideal codespace. With this definition, we
ensure that the qubit information |ψ〉 in the state |ψ , k1, k2〉
is the same as the logical information one would obtain by
performing an ideal round of error correction and reading
out the resultant ideal codestate. Equivalently, this enforces
that the partial trace over the stabilizer subsystem corre-
sponds to an ideal GKP decoding map, as we show in Sec.
IV D. Strictly enforcing Eq. (14) is, in fact, the key differ-
ence between our subsystem decomposition and previous
definitions [18].

Enforcing Eq. (14) gives the stabilizer states in terms of
Zak states

|0, k1, k2〉 = |k1, k2〉√2 , (15a)

|1, k1, k2〉 = eiπk2/
√

2 |k1 + 1/
√

2, k2〉√2 . (15b)

The additional eiπk2/
√

2 phase on the definition of |1, k1, k2〉
arises from the differing geometric phases in the definition
of the Zak states Eq. (11) and the stabilizer states Eq. (14):

|1, k1, k2〉 = Ŵ(k1, k2) |1̄〉 (16a)

= Ŵ(k1, k2)Ŵ(1/
√

2, 0) |0, 0〉√2 (16b)

= eiπk2/
√

2 |k1 + 1/
√

2, k2〉√2 . (16c)

This phase has two additional consequences. First, it
ensures that all the logical Pauli operators act as a tensor
product between the logical and stabilizer subsystems, as
we will see in Sec. II C 3. A similar result is described in
Ref. [29]. Second, the phase ensures that the full symme-
try of the square GKP code is preserved in the subsystem
decomposition.

It is also interesting to compare Eq. (15) with the Zak-
basis representation of the modular-position subsystem
decomposition [18,23]. Once a rescaling of k1, k2 is taken
into account, the only difference between the two decom-
positions is the k2-dependent phase (see Appendix A). In
this sense the stabilizer subsystem decomposition for the
single-mode square GKP qubit code can be thought of as
a “rephasing” of the modular-position subsystem decom-
position that symmetrizes the treatment of position and
momentum.
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The states |μ, k1, k2〉 form a basis for μ = 0, 1 and
k1, k2 ∈ (−2−3/2, 2−3/2

]
, so we can define a subsystem

decomposition

H = L ⊗ S , |μ〉 ⊗ |k1, k2〉 = |μ, k1, k2〉 , (17)

where L is the logical subsystem and S is the stabi-
lizer subsystem. Similar to results obtained in Ref. [18],
L is a two-dimensional subsystem while S is isomorphic
to the full Hilbert space H by associating the stabilizer
subsystem basis states |k1, k2〉 ∈ S with a = 1 Zak states
|√2k1,

√
2k2〉1 ∈ H of the full Hilbert space. For this rea-

son we call the basis of the stabilizer subsystem |k1, k2〉 the
Zak basis of S . We note here for clarity that the stabilizer
subsystem decomposition Eq. (17) applies to the square
GKP code, which is a stabilizer code and not a “subsystem
code” in the sense of Ref. [30].

It is worth briefly reiterating why the subsystem decom-
position Eq. (17) is nontrivial. The key feature of the
stabilizer subsystem decomposition is that the state in the
logical subsystem is the information one would obtain
if one performed a round of ideal quantum error correc-
tion and logical read out. This feature is enforced by Eq.
(14) and appears as a state-dependent eiπk2/

√
2 phase when

defining the subsystem basis states in terms of Zak states,
see Eq. (15). We can use the connection to error correction
to justify the use of the stabilizer subsystem decomposition
in the analysis of GKP codes, as we will now do in the rest
of the paper.

C. Properties

Now that we have defined the stabilizer subsystem
decomposition for the square GKP code, we outline its
key properties. We begin by presenting the quasiperiodic
boundary conditions of S in Sec. II C 1, which provide an
intuitive picture of how uncorrectable errors on the oscil-
lator cause logical errors in the logical subsystem L. In
Sec. II C 2, we provide examples of states decomposed into
the subsystem decomposition. In particular, the decompo-
sition of approximate GKP codestates follows a simplified
version of the general method developed in Sec. VII for
numerical simulations of GKP codestates. Finally in Sec.
II C 3, we decompose examples of operators, including
logical Clifford operators, into the subsystem decomposi-
tion, and discuss how operators that do not decompose into
tensor products can spread errors in the GKP code.

1. Boundary conditions

We begin by noting that the stabilizer states |μ, k1, k2〉
obey quasiperiodic boundary conditions given by

|μ, k1 + 1/
√

2, k2〉 = e−iπk2/
√

2 |μ⊕ 1, k1, k2〉 , (18a)

|μ, k1, k2 + 1/
√

2〉 = eiπk1/
√

2(−1)μ |μ, k1, k2〉 , (18b)

where here ⊕ denotes addition mod 2. These are analogous
to the Zak state boundary conditions Eq. (9), except that
the boundary conditions also affect the logical information.
In particular, Eq. (18a) applies a Pauli X̂ operator to the
logical information while Eq. (18b) applies a Pauli Ẑ.

For illustrative purposes, consider a toy error model con-
sisting of a random walk of displacement errors applied
to an ideal square GKP codestate |ψ̄〉, as depicted in Fig.
1. The logical information in the state remains unchanged
as long as the random walk does not cross a boundary,
i.e., while the error remains correctable. Once it crosses
a boundary, applying Eqs. (18a) or (18b) causes a logical
Pauli operator to be applied to the logical subsystem, cor-
responding to a logical error on the state, reflecting the fact
that the correctable error has now become uncorrectable.
The applied logical Pauli operator is identical to the logi-
cal error that would be applied if an ideal decoder acted on
the displaced codestate.

2. States

Arbitrary single-mode CV states can be decomposed
into the square subsystem decomposition using Eqs. (8)
and (12). For example, ideal GKP codestates |μ̄〉sq =
|μ〉 ⊗ |0, 0〉 are tensor product states by definition. Posi-
tion eigenstates |x〉q and momentum eigenstates |x〉p are
also tensor product states given by

|x〉q = 1
4
√
π

|μx〉 ⊗
∫ 1

2
√

2

− 1
2
√

2

dk2 e−iπ(kx+√
2nx)k2 |kx, k2〉 ,

(19a)

|x〉p = 1
4
√
π

|±x〉 ⊗
∫ 1

2
√

2

− 1
2
√

2

dk1 eiπ(kx+√
2nx)k1 |k1, kx〉 ,

(19b)

where we decompose x = √
2πkx + √

πnx such that kx ∈(−2−3/2, 2−3/2
]

and nx ∈ Z, μx = nx (mod 2), and we
write |±x〉 = |+〉 if μx = 0 and |±x〉 = |−〉 if μx = 1.
Intuitively, the position eigenstate |x〉q corresponds to a
product state with logical subsystem state |0〉 (|1〉, respec-
tively) if x rounds to an even (odd) multiple of

√
π .

Similarly, the momentum eigenstate |x〉p corresponds to
a product state with logical subsystem state |+〉 (|−〉,
respectively) if x rounds to an even (odd) multiple of

√
π .

In contrast, approximate codestates are “entangled”
across the two subsystems. We define approximate
codestates by |ψ̄�〉 ∝ e−�2â†â |ψ̄〉 with constant of propor-
tionality such that |ψ̄�〉 is normalized, and where e−�2â†â

is the nonunitary envelope operator. To find the analyti-
cal form of |ψ̄�〉 in the subsystem decomposition, we first
utilize the characteristic function of the envelope operator
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(see Appendix F)

e−�2â†â ∝
∫

R

dv1dv2 e
− π

2 coth
(
�2
2

)(
v2

1+v2
2

)
Ŵ(v1, v2). (20)

With the envelope operator written in this form it is
straightforward to apply it to an ideal codestate |ψ〉 ⊗
|0, 0〉 using Eq. (14). However, since the integral in Eq.
(20) is over v1, v2 ∈ R, we must apply the boundary con-
ditions Eq. (18) to obtain a valid subsystem decomposition,
giving

|ψ̄�〉 ∝
∑

s∈Z2

P̂(s) |ψ〉 ⊗
∫

d2v
(

e
− π

2 coth
(
�2
2

)
|v+s/

√
2|2

× eiπ(v1s2−v2s1)/
√

2 |v1, v2〉
)

, (21)

where P̂(s) = eiπs1s2/2X̂ s1 Ẑs2 , the region of integration is
v1, v2 ∈ (−2−3/2, 2−3/2

]
, and we have written v = (v1, v2).

Note that the boundary conditions introduce logical Pauli
operators acting on the logical subsystem, reflecting the
fact that the envelope operator introduces errors on the
ideal codestate.

To quantify the logical information stored in a state,
we can apply the partial trace over S , which gives an
expression of the form

trS
(|ψ̄�〉 〈ψ̄�|) ∝

∑

s,t∈Z2

I�s,tP̂(s) |ψ〉 〈ψ | P̂(t). (22)

We derive Eq. (22) and provide the analytical form of
I�s,t in Appendix C due to the length of the equations. To
numerically evaluate Eq. (22) we can truncate the infinite
sums over s, t ∈ Z

2, which is justified as long as |I�s,t| → 0
sufficiently fast as |s|, |t| → ∞. Importantly, numerically
evaluating Eq. (22) also becomes easier as � → 0 since
|I�s,t| converges to zero faster as � becomes small, requir-
ing fewer terms in the sum to be included. Intuitively, this
is because the characteristic function of the envelope oper-
ator Eq. (20) decays exponentially away from the origin,
and the rate of decay increases as � → 0.

In Fig. 2, we plot the logical state given by Eq. (22),
where we have quoted � in decibels using the formula
�dB = −10 log10(�

2). In the limit � → 0, the approxi-
mate codestate |ψ̄�〉 approaches the ideal GKP codestate
|ψ̄〉 and its partial trace approaches the pure state |ψ〉. In
the limit � → ∞, e−�2â†â → |0〉 〈0|, the projector onto
the vacuum state, and as such |ψ̄�〉 → |0〉. In the square
code, the logical information stored in the vacuum state is
a mixed state that lies outside the stabilizer octahedron, and
has been shown to be distillable to a magic state [31].

In fact, as we show in Sec. VII, the procedure we have
just followed to obtain the partial trace of |ψ̄�〉 can be

FIG. 2. Decoded states trS
(|ψ̄�〉 〈ψ̄�|) for |ψ〉 =

|0〉 , |1〉 , |+〉 , |−〉, where |ψ̄�〉 is an approximate single-
mode square GKP codestate. The decoded states are plotted on
the x-z plane of the Bloch sphere (solid outline) as a function
of � (labeled on the plot). As �dB → +∞ (� → 0), each state
approaches the ideal logical |ψ〉L state, respectively; while as
�dB → −∞ (� → +∞), each state approaches the vacuum
state |0〉, which is outside the stabilizer octahedron (dotted line)
and is distillable to a magic state [31].

generalized to apply quantum channels E to ideal GKP
codestates. In particular, one needs to obtain the charac-
teristic function of the map, apply the boundary conditions
of the code, and then take the partial trace. The result-
ing object is an effective logical channel that reflects the
change in logical information stored in the state under the
action of E . Moreover, the logical channel can be obtained
numerically by truncating each of the infinite series that
arise from the boundary conditions so long as the charac-
teristic function of the channel tends to zero sufficiently
fast. The details and results of this method are discussed in
more detail in Sec. VII.

3. Operators

We can also decompose arbitrary CV operators into the
subsystem decomposition. In order to do so, we first define
the stabilizer subsystem operators k̂1, k̂2, which act on the
Zak basis states |k1, k2〉 ∈ S via

k̂1 |k1, k2〉 = k1 |k1, k2〉 , k̂2 |k1, k2〉 = k2 |k1, k2〉 . (23)

Since k̂1 and k̂2 are simultaneously diagonalizable we also
have [k̂1, k̂2] = 0. Moreover, the eigenvalues of k̂1, k̂2 lie in
the range (−2−3/2, 2−3/2].

From Eq. (13), we see that the stabilizer generators are
product operators that act trivially on the logical subsys-
tem:

Ŝ1 = e−2i
√
π p̂ = Î ⊗ e−2

√
2iπ k̂2 , (24a)

Ŝ2 = e2i
√
π q̂ = Î ⊗ e2

√
2iπ k̂1 . (24b)
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The operators
√

2π k̂1 = q̂ (mod
√
π ) and

√
2π k̂2 = p̂

(mod
√
π ) can also be interpreted as modular quadrature

operators.
It is straightforward to show directly that logical Pauli

operators decompose to tensor products given by

X̄ = e−i
√
π p̂ = X̂ ⊗ e−√

2iπ k̂2 , (25a)

Z̄ = ei
√
π q̂ = Ẑ ⊗ e

√
2iπ k̂1 , (25b)

where X̄ , Z̄ are logical Pauli operators acting on H while
X̂ , Ẑ are Pauli operators acting on L ∼= C

2. Note that the
nontrivial action of X̄ , Z̄ on the stabilizer subsystem is nec-
essary for them to satisfy the identities X̄ 2 = Ŝ1, Z̄2 = Ŝ2.
When a logical Pauli operator is applied to a state, the logi-
cal subsystem is transformed exactly by the corresponding
Pauli operator, and the distribution of the state in the sta-
bilizer subsystem is unchanged since e−√

2iπ k̂2 multiplies
each Zak basis state only by a phase. As such, X̄ and Z̄
can be considered as ideal Pauli operators when acting as
a gate.

When considered as a measurement operator however,
the phase on the stabilizer subsystem can affect the mea-
surement outcome. In particular, the phase ensures that the
spectrum of X̄ , Z̄ is indeed the set of modulus 1 complex
numbers, consistent with the fact that displacements are
unitary but not Hermitian operators. Alternatively, one can
define the Hermitian and unitary ideal Pauli measurement
operators X̂m = X̂ ⊗ Î and Ẑm = Ẑ ⊗ Î . These operators
can in theory be measured by performing an ideal round
of error correction and then performing a measurement
of the original Pauli operators X̄ , Z̄, since k1, k2 = 0 in
the ideal codespace. We note that such a measurement is
impossible in practice as the ideal round of error correc-
tion requires the preparation of an ideal GKP codeword. It
is interesting to note that the measurement operators X̂m,
Ẑm do not, in general, coincide with “binned quadrature
operator” measurements, which we discuss in more detail
in Appendix B.

Unlike logical Pauli operators, displacements are not
tensor-product operators in the subsystem decomposition
in general. As an example, consider the displacement
Ŵ(2−3/2, 0) = e−i

√
π p̂/2 =

√
X̄ , which acts on states in the

subsystem decomposition as

√
X̄ |ψ〉 ⊗ |k1, k2〉

=
{

|ψ〉 ⊗ e−iπk2/
√

8
∣∣k1 + 2−3/2, k2

〉
, k1 ≤ 0,

X̂ |ψ〉 ⊗ e−3iπk2/
√

8
∣∣k1 − 2−3/2, k2

〉
, k1 > 0.

(26)

Note that the states with k1 > 0 have been mapped over
the X̂ boundary [Eq. (18a)], while the remaining k1 ≤ 0
states have not.

√
X̄ is thus an entangling operator across

the subsystem decomposition.
For the square code, the Fourier transform operator

eiπ â†â/2 is a tensor-product operator given by

eiπ â†â/2 = Ĥ ⊗ R̂(π/2) (27)

where Ĥ = (X̂ + Ẑ)/
√

2 is the Hadamard operator, and
R̂(π/2) |k1, k2〉 = |−k2, k1〉 rotates the vector (k1, k2) anti-
clockwise by π/2. This reflects the fact that eiπ â†â/2 = H̄ is
a logical Hadamard operator on the square GKP code, and
demonstrates that the stabilizer subsystem decomposition
is symmetric in q̂ and p̂ .

However, logical Clifford gates are not tensor-product
operators in general. For example, consider the logical
phase gate S̄ = eiq̂2/2, which implements the gate Ŝ =
diag(1, i). It is straightforward to show from Eqs. (11), (9),
and (15) that

S̄ |μ, k1, k2〉 = iμ |μ, k1, k1 + k2〉 , (28)

where μ = 0, 1. Therefore, S̄ acts as an ideal phase
gate only on Zak basis states |μ, k1, k2〉 with k1 + k2 ∈
(−2−3/2, 2−3/2]. States lying outside this range incur an
additional Z̄ logical error due to the boundary condition
Eq. (18b). In particular, we have

S̄ |ψ〉 ⊗ |k1, k2〉 =

⎧⎪⎨
⎪⎩

Ŝ† |ψ〉 ⊗ eiπk1/
√

2
∣∣k1, k1 + k2 − 2−1/2

〉
, k1 + k2 > 2−3/2,

Ŝ† |ψ〉 ⊗ e−iπk1/
√

2
∣∣k1, k1 + k2 + 2−1/2

〉
, k1 + k2≤ − 2−3/2,

Ŝ |ψ〉 ⊗ ∣∣k1, k1 + k2
〉
, else.

(29)

In Sec. VI we show that logical Clifford gates by default
do not act as a tensor product acting on general GKP
codes, including two-qubit gates such as the logical con-
trolled NOT and controlled Z gates acting on the square

GKP code. Indeed, only a few special Clifford gates do in
fact decompose as tensor products, such as the Hadamard
gate in the square GKP code and the permutation gate Ĥ Ŝ†

in the hexagonal GKP code. Intuitively, a Clifford gate will
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decompose as a tensor-product operator only if it does not
deform the decoding “primitive cell” of the code, an idea
that we discuss more formally in Secs. V and VI.

In the remainder of the paper, we generalize the stabi-
lizer subsystem decomposition to general multimode GKP
codes (Secs. III and IV), and describe in more detail the
applications of the subsystem decomposition to Clifford
gates (Sec. VI) and the modeling of noise (Sec. VII). Read-
ers that are only interested in modeling noise can skip Secs.
III–VI and resume reading at Sec. VII.

III. GENERAL GKP CODES

Now that we have introduced the stabilizer subsystem
decomposition for the square GKP qubit code, we discuss
the generalization of the stabilizer subsystem decomposi-
tion to general multimode GKP qudit codes in the follow-
ing three sections. In this section, we introduce the notation
we will use throughout the rest of the paper, and review
the properties of multimode GKP codes. Then in Sec. IV
we define the stabilizer subsystem decomposition in gen-
eral. We provide a method of decomposing arbitrary CV
states into a general stabilizer subsystem decomposition in
Sec. V, before moving on to applications of the stabilizer
subsystem decomposition in the remainder of the paper.

A. Preliminaries

We start with a discrete-variable system consisting of the
tensor product of n finite-dimensional Hilbert spaces each
with dimension dj , j = 1, . . . , n, which we write as a sin-
gle vector d = (d1, . . . , dn). We will allow for dj = 1 for
any of the dimensions, which we refer to as a “qunaught,”
since no logical information can be stored in the sys-
tem. The Hilbert space of the system, Hd = ⊗n

j =1 C
dj , is

spanned by an orthonormal computational basis |μ〉, where
μ = (μ1, . . . ,μn) ∈ ⊕n

j =1 Zdj is a ditstring. On each qudit
we define the Pauli X̂(d) and Ẑ(d) operators that have action

X̂(d) |a〉 = |a + 1 (mod d)〉 , (30a)

Ẑ(d) |a〉 = e2iπa/d |a〉 . (30b)

From now on we will no longer explicitly write (d) to indi-
cate the dimension of the Pauli operators. For a general
Pauli operator acting on the whole system Hd we use the
notation

P̂d(s) =
n⊗

j =1

exp
(

iπ
dj

sj sj +n

)
X̂ sj Ẑsj +n , (31)

where s ∈ Z
2n, c.f. P̂(s) as in Eq. (21). We allow every

component of the vector s = (s1, . . . , s2n) to be an integer
with unrestricted range for later convenience. Because of
this, the Pauli operators P̂d(s) and P̂d(s′) may be identical
even if s �= s′.

Next, consider a CV system consisting of n modes with
Hilbert space H. Such a system can be described by n
position and momentum operators, which we write in a
column vector ξ̂ = [q̂1 · · · q̂n p̂1 · · · p̂n]T. These obey
the canonical commutation relations [q̂j , p̂j ′] = iδjj ′ .

We define the n-mode displacement operators

Ŵ(v) = exp
(√

2π i ξ̂
T
	 v

)
, (32)

for v ∈ R
2n, where

	 =
[

0n In
−In 0n

]
(33)

defines the standard symplectic bilinear form uT	v in R
2n.

The displacement operators obey the commutation relation

[[Ŵ(u), Ŵ(v)]] = exp
(−2iπuT	v

)
, (34)

c.f. Eqs. (1) and (2). Moreover, they “displace” the position
and momentum operators such that

Ŵ(v)†ξ̂Ŵ(v) = ξ̂ +
√

2πv, (35)

c.f. Eq. (4), where on the left-hand side the displacement
operators are acting component-wise on the vector ξ̂ .

We define the n-mode Zak states

|k〉a = |k1, . . . , k2n〉a =
n⊗

j =1

|kj , kj +n〉aj
, (36)

where a = (a1, . . . , an) is a list of constants aj > 0. Each
Zak state is a simultaneous eigenstate of the displacement
operators Ŵ(aj ej ) and Ŵ(en+j /aj ) for j = 1, . . . , n, where
eJ ∈ R

2n is the vector with a 1 in the J th component and
0’s elsewhere. Restricting each component kj to an inter-
val of length aj and each component kj +n to an interval of
length 1/aj forms a basis of Zak states.

We also consider Gaussian unitary operators ÛS that
are parameterized by a 2n × 2n real symplectic matrix S
with ST	S = 	. The action of a Gaussian unitary on the
position and momentum operators is defined as the linear
transformation

Û†
S ξ̂ ÛS = Sξ̂ . (37)

Given a symplectic matrix S, the operator ÛS can be found
from the unitary metaplectic representation of S [32,33].
Every Gaussian operator ÛS can be written as the prod-
uct of unitaries generated by Hamiltonians quadratic in ξ̂ .
Alternatively, we can interpret S as defining a canonically
transformed set of modes �̂ = S−1ξ̂ such that we can write
ÛSŴ(v)Û†

S = Ŵ(Sv) = exp(
√

2π i �̂T	v).
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B. Multimode GKP encodings

We can now introduce multimode qudit GKP codes,
which encode a discrete-variable system Hd consisting of
k qudits and k − n qunaught states into an n-mode contin-
uous variables system H. To specify the GKP encoding
we provide two pieces of information (
, d), where 
 is
a 2n × 2n real symplectic matrix, and d is a list of dimen-
sions of length n consisting of k elements that are integers
greater than or equal to 2 and n − k elements equal to 1.
Together, they specify a set of 2n mutually commuting
stabilizer generators

ŜJ = Ŵ(mJ ), mJ = d1/2
J (mod n) (
)J , (38)

where (
)J is the J th column of 
, such that the set of
operators ŜJ and Ŝ†

J generate the stabilizer group. Note our
index convention of using j when the index runs from
1 to n, and J when the index runs from 1 to 2n. Also
note that the (mod n) in Eq. (38) is needed only due
to our definition of d being length n (and not 2n). The
codespace is defined by the simultaneous +1 eigenspace
of the stabilizer generators. We define the logical Pauli
operators

X̄j = Ŵ(m̄j ), Z̄j = Ŵ(m̄j +n), (39)

where m̄J = mJ /dJ (mod n). We use the bar in the notation
m̄J both to denote that the vector m̄J is “dual” to the vec-
tor mJ (in the lattice sense, as will be explained below),
and to remind the reader that Ŵ(m̄J ) corresponds to a logi-
cal Pauli operator. Note that on the qunaught modes where
dj = 1 the logical Pauli operators Z̄j and X̄j coincide with
the stabilizers Ŝj and Ŝj +n.

As an illustrative example, consider the case of a single
qudit with dimension d encoded in a single-mode square
GKP code. The parameters for this encoding are

(

sq, (d)

)
,

with 
sq = I2, such that the stabilizers and logical Paulis
are simply

Ŝ1 = Ŵ(
√

d e1) = e−i
√

2πd p̂ , (40a)

Ŝ2 = Ŵ(
√

d e2) = ei
√

2πd q̂, (40b)

X̄ = Ŵ(e1/
√

d) = e−i
√

2π/d p̂ , (40c)

Z̄ = Ŵ(e2/
√

d) = ei
√

2π/d q̂, (40d)

where e1 = [1, 0]T and e2 = [0, 1]T. The encoding is called
square because of the square lattice generated by m1 =√

d e1 and m2 = √
d e2.

One way to understand a general multimode GKP
encoding defined by arbitrary (
, d) is as follows. Since

is a symplectic matrix, it defines a new set of canonically

FIG. 3. A circuit representing the encoding of k qudits into an
ideal GKP code described by (
, d). On the left-hand side, a
state is described in the Hilbert space Hd consisting of a tensor
product of k qudits and k − n qunaught states. The qudits are
encoded first into the ideal codespace of n independent square
GKP codes (each labeled sq), followed by a Gaussian unitary
operator Û
 .

transformed modes

ξ̄ = 
−1ξ̂ , (41)

which we refer to as the logical modes. Written in terms
of the logical modes, the stabilizer generators and logical
Paulis take the form

Ŝj = e−i
√

2πdj p̄j , Ŝj +n = ei
√

2πdj q̄j , (42a)

X̄j = e−i
√

2π/dj p̄j , Z̄j = ei
√

2π/dj q̄j , (42b)

which we recognize as n independent square-GKP encod-
ings into the logical modes q̄j , p̄j . This picture is illustrated
in Fig. 3, where k qudits and n − k qunaught states are first
encoded into n square-lattice logical GKP modes, before
applying a unitary Gaussian transformation Û
 .

To clarify the role of the qunaught states, note that the
corresponding logical mode is constrained to a unique state
that could equivalently be defined as the +1 eigenstate
of Z̄ for a square-lattice GKP code with arbitrary d. The
qunaught modes thus play precisely the same role as stabi-
lizers in conventional qudit stabilizer codes [30], and can
be used to provide additional protection against errors. A
special case is when Û
 can be decomposed into a ten-
sor product of single-mode Gaussian unitaries, followed
by a logical Clifford circuit acting on the encoded GKP
qudits. This case can be understood as a concatenation
of n single-mode GKP codes with a conventional discrete
qudit stabilizer code. For example, the GKP-surface code
[34,35] belongs to this class, where there are n physical
modes and n − 1 logical qunaught modes (corresponding
to the surface-code stabilizer generators), leaving a single
logical GKP mode encoding a qubit with d = 2.

C. GKP lattices and primitive cell decoding

A useful way of understanding multimode GKP codes is
with lattice theory, which was first applied to GKP codes
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in Refs. [10,36] and revisited recently in Refs. [37,38]. We
define the GKP lattice

� =
{

� =
2n∑

J=1

sJ mJ

∣∣∣∣ s ∈ Z
2n

}
, (43)

which we say is generated by the vectors mJ . � has the
property that Ŵ(�) is a stabilizer (up to a ±1 phase) for
every � ∈ �. The symplectic dual lattice of � is defined
by

�̄ =
{
�̄
∣∣ �̄T

	� ∈ Z, ∀ � ∈ �
}

. (44)

�̄ is generated by the dual vectors m̄J and has the property
that Ŵ

(
�̄
)

is a (possibly trivial) logical Pauli operator for

every �̄ ∈ �̄. For example, the single-mode square qudit
code defined in Eq. (40) has GKP stabilizer lattice � =√

d Z
2 and dual lattice �̄ = Z

2/
√

d.
Conversely, if one starts with a lattice �, which defines

a GKP code, one can always find the corresponding pair
(
, d). For the lattice � to define a GKP code, it must
be full rank and symplectic, i.e., �T	�′ ∈ Z, ∀ �, �′ ∈ �.
For consistency with the previous literature [10,36–38], we
define the lattice generator matrix M whose rows are mT

J .
There is freedom in the choice of matrix M (or, equiva-
lently, the generators mJ ) for the lattice �; in particular,
left multiplication of any integral unimodular matrix N
transforms M �→ NM via row operations that preserve the
lattice. Each choice of M corresponds to a different choice
of stabilizer generators, but not all of these choices of stabi-
lizer generator can be expressed in terms of logical modes
ξ̄ as in Eq. (41). To solve this issue, one can always use
Gaussian elimination to find a generator M written in stan-
dard form such that M T = 
D1/2 for a symplectic matrix

 and diagonal matrix D = diag(d, d), which provide the
parameters in our original description (
, d). We note that
the standard form of M , and equivalently the choice of 
,
is not unique for a given lattice �. However, specifying 

fixes the choice of stabilizer generators ŜJ and the labeling
of each logical Pauli operator.

The lattice perspective of GKP codes also provides a
convenient description of GKP decoding in terms of prim-
itive cells of the dual lattice. We define a primitive cell P
of the dual lattice �̄ as any subset P ⊂ R

2n satisfying the
property that any vector v ∈ R

2n can be uniquely written
as

v = �̄ + {v}P , (45)

where �̄ ∈ �̄ and {v}P ∈ P .
To perform an ideal round of GKP error correction, one

first measures the eigenvalues of each stabilizer genera-
tor Ŵ(mJ ), giving a complex measurement outcome. By

introducing a vector v ∈ R
2n, we can write the set of mea-

surement outcomes as exp(2iπvT	mJ ) for each stabilizer.
However, the choice of v is unique only up to the addition
of vectors in the dual lattice. As such, to uniquely assign
a displacement that returns the state to the codespace, one
must choose a primitive cell P of �̄, such that v can be
written uniquely as v = �̄ + {v}P for �̄ ∈ �̄ and {v}P ∈ P .

The choice of P defines a decoder, in which we pick the
unique vector v = {v}P ∈ P that reproduces the syndrome
e2iπvT	mJ and perform the correction Ŵ(v)†, returning the
state to the ideal codespace. The canonical choice of P is
given by the Voronoi cell V(�̄) of the dual lattice, which
contains the set of points closer to the origin than any other
point in the lattice. However, other choices of P can be
made, for example, to account for the effects of logical
Clifford gates (Sec. VI) and maximum-likelihood decoding
[37].

IV. STABILIZER SUBSYSTEM DECOMPOSITION

In this section, we describe how to construct the sta-
bilizer subsystem decomposition for arbitrary multimode
GKP codes. We do this by first defining the stabilizer
states |μ, k〉(
,d), which are labeled by two variables μ ∈⊕n

j =1 Zdj (a ditstring label) and k ∈ R
2n, where the former

represents logical information and the latter the stabilizer
eigenvalues. The stabilizer states span the Hilbert space
H, but are not linearly independent, so we limit the range
of k to a subset of R

2n such that the resulting states
form a linearly independent basis. We can then define a
subsystem decomposition between the logical L and sta-
bilizer S labels. Finally, we outline two key features of
the decomposition: the decomposition of stabilizers and
logical Paulis as tensor-product operators, and the corre-
spondence of the partial trace to a noiseless primitive cell
decoding of the GKP code. A practical example of the
general framework is provided in Appendix D.

A. Stabilizer states

We begin by stepping through the definition of the sta-
bilizer states. For any pair of parameters (
, d), we define
the state |0n, 02n〉(
,d) as the simultaneous +1 eigenstate of
the stabilizer group and each logical Pauli Ẑ operator Z̄j
for j = 1, . . . , n, which corresponds to the ideal GKP state
encoding the codeword |0〉⊗n.

Next, we define the remaining ideal GKP codewords

|μ, 02n〉(
,d) = |μ̄〉 =
n⊗

j =1

X̄
μj

j |0n, 02n〉(
,d) , (46)

whereμ = (μ1, . . . ,μn) ∈ ⊕n
j =1 Zdj is a ditstring through-

out this section. Here,
⊗n

j =1 X̄
μj

j is a product of Pauli X
operators such that |μ, 02n〉(
,d) is the ideal codeword |μ̄〉.
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Finally, we define the remaining stabilizer states as

|μ, k〉(
,d) = Ŵ(k) |μ, 02n〉(
,d) , (47)

where k ∈ R
2n. The state |μ, k〉(
,d) can be viewed as an

ideal GKP codeword |μ̄〉 that has incurred a displacement
error Ŵ(k). We will also notate

|ψ , k〉(
,d) =
∑
μ

cμ |μ, k〉(
,d) , (48)

where |ψ〉 = ∑
μ cμ |μ〉.

We call the states |μ, k〉(
,d) stabilizer states due to the
property:

ŜJ |μ, k〉(
,d) = e2iπkT	mJ |μ, k〉(
,d) , (49)

where we recall that ŜJ = Ŵ(mJ ) is a stabilizer generator
of the code [Eq. (38)]. In other words, the subspace Vk
spanned by

⎧⎨
⎩|μ, k〉(
,d)

∣∣∣∣μ ∈
n⊕

j =1

Zdj

⎫⎬
⎭ (50)

is the simultaneous eigenspace of the stabilizers ŜJ with
eigenvalues exp

(
2iπkT	mJ

)
, respectively. The stabilizer

states span the Hilbert space but are not linearly inde-
pendent, obeying the quasiperiodic boundary conditions:

|μ, k + m̄j 〉(
,d) = eiπ kT	m̄j |μ+ ej , k〉
(
,d) , (51a)

|μ, k + m̄j +n〉(
,d) = eiπ kT	m̄j +n e2iπμj /dj |μ, k〉(
,d) ,
(51b)

where the addition μ+ ej in Eq. (51a) is taken mod dj on
each of its components. Comparing to Eq. (30), one can
interpret Eq. (51a) as applying a logical X̂ to the qudit
labelμ and a k-dependent phase to the stabilizer label upon
application of the boundary condition, while Eq. (51b)
applies a logical Ẑ to μ along with a k-dependent phase.

B. The subsystem decomposition

To obtain a nonovercomplete basis of H from the stabi-
lizer states, we must restrict k to a primitive cell P of �̄
[defined in Eq. (45)], such that the set of states |μ, k〉(
,d)
for k ∈ P forms a (linearly independent) basis of H. We
shall justify this claim in Sec. V D by making a direct con-
nection to Zak states, which have already been shown to
form a basis over a given primitive cell [24]. From this we
construct a subsystem decomposition

H = L ⊗G S , (52)

where G = (
, d,P) represents the three parameters
required to specify the decomposition. We define the tensor

product such that

|ψ〉 ⊗ G |k〉 = |ψ , k〉(
,d) (53)

for k ∈ P . Note that this definition implicitly defines a
Zak basis {|k〉S | k ∈ P} of S . We may also define the
stabilizer states Eq. (47) to be normalized such that

(∑
μ

|μ〉 〈μ|
)

⊗G

(∫

P
d2nk |k〉 〈k|

)
= I . (54)

We call L the logical subsystem, which is isomorphic to
the discrete-variable Hilbert space Hd. We call S the sta-
bilizer subsystem, which is isomorphic to the full Hilbert
space H via the correspondence

|k〉S ↔ |D1/2
−1k〉1n , (55)

where D = diag(d, d). The right-hand side of Eq. (55) is a
Zak state with a = (1, . . . , 1), and the set {|D1/2
−1k〉1n |
k ∈ P} forms a basis of H.

We can make a connection here to the stabilizer-
destabilizer formalism of discrete-variable codes [25].
The set of destabilizers of the decomposition G is given
by DG = {Ŵ(v) | v ∈ P}, which represent the “lowest
weight” displacements that give rise to a given error syn-
drome. The full set of displacement operators {Ŵ(v) | v ∈
R

2n} is generated by the destabilizers DG and logical oper-
ators Ŵ(m̄J ) via the equation v = �̄ + {v}P . The set of
displacement operators in turn forms an operator basis for
L(H), the space of linear operators on H. This is anal-
ogous to how qubit stabilizers, destabilizers, and logical
operators generate the Pauli group, which in turn forms a
basis for the space of linear operators acting on the n-qubit
Hilbert space.

The square single-mode GKP qubit code (discussed
extensively in Sec. II has parameters

Gsq = (
I2, (2),Vsq

)
, Vsq = (−2−3/2, 2−3/2]×2

. (56)

As a second example, the hexagonal single-mode GKP
qubit code has parameters

Ghex = (
hex, (2),Vhex) , 
hex =
[

4
√

4/3 −1/ 4√12
0 4

√
3/4

]
,

(57)

where Vhex is illustrated in Fig. 4(d). The hexagonal code
has the property that both � and �̄ are hexagonal lattices
in R

2. The Voronoi cell Vhex is hexagonal in shape and has
boundaries corresponding to all three Pauli operators. As
we will discuss in Sec. V, there are two differences between
the hexagonal and square GKP codes: the generators of the
lattice
 and the Voronoi cells V , both of which need to be
taken into account when comparing the properties of the
codes.
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(a)

(b)

(c)

(d)

FIG. 4. Primitive cell diagrams for (a) the single-mode square GKP qubit code Gsq [Eq. (56)], (b) the Zak basis Z√
2 [Eq. (72)], (c)

the square code transformed by the hexagonal Gaussian transformation 
hexGsq, and (d) the single-mode hexagonal GKP qubit code
Ghex [Eq. (57)]. Subplots (a),(b) are related by an unfolding operation R; (a),(c) are related by a Gaussian transformation 
hex; and
(c),(d) are related by a cell transformation P = 
hexVsq �→ P ′ = Vhex, which is performed by shifting each of the colored regions P�̄

by the dual-lattice vector �̄ to form P ′. In subplots (a),(c), and (d), each point on the plot represents the two-dimensional simultaneous
eigenspace of the GKP stabilizers; while in (b) each point represents a single state.

C. Stabilizers and logical Paulis

Next, we wish to discuss the decomposition of stabiliz-
ers and logical Pauli operators in the stabilizer subsystem
decomposition. Before doing so, we must introduce oper-
ators that act on each of the subsystems. For the logical
subsystem L this is straightforward since it is isomor-
phic to a discrete-variable Hilbert space. For the stabilizer
subsystem S , one could use the isomorphism with the cor-
responding CV Hilbert space H to define, for example,
ladder operators âj ,S , â†

j ,S for each mode of S . Instead, we
will find it more useful to instead consider S as a subsys-
tem of H, and use operators on H that act trivially on L to
define the desired operators, analogous to our definition of
k̂1 and k̂2 in the single-mode square case (see Sec. II C 3).

The first such operator that we wish to define is a vector-
valued operator k̂, that has action on the full Hilbert space:

k̂ (|ψ〉 ⊗G |k〉) = k (|ψ〉 ⊗G |k〉) , (58)

where k = (k1, . . . , k2n), and the right-hand side may be
viewed as a vector with components kJ (|ψ〉 ⊗G |k〉). By
definition, k̂ acts trivially on L and thus can be viewed as

an operator acting solely on S . k̂ can be interpreted as a
modular quadrature operator k̂ =

{
ξ̂/

√
2π
}
P

, where we
recall that {v}P is the remainder of v in the primitive cell
P such that v = �̄ + {v}P for some �̄ ∈ �̄.

From the stabilizer eigenvalue equation [Eq. (49)], we
can decompose the stabilizer generators as

ŜJ = Ŵ(mJ ) = Î ⊗G e2iπ k̂
T
	mJ . (59)

Physically, the eigenvalues of k̂, which lie within the prim-
itive cell P , can be measured simply by measuring the set
of stabilizer generators [10,39].

For the logical Pauli operators we have

X̄j = Ŵ(m̄j ) = X̂j ⊗G e2iπ k̂
T
	m̄j , (60a)

Z̄j = Ŵ(m̄j +n) = Ẑj ⊗G e2iπ k̂
T
	m̄j +n , (60b)

where X̄j , Z̄j represent the logical Pauli operators acting on
H, while X̂j , Ẑj represent the finite-dimensional Pauli oper-
ators acting on L. The fact that each logical Pauli operator
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can be written as a tensor product of operators acting on
L and S ensures that it perfectly applies the corresponding
gate to the logical information of any given state.

Alternatively, it is also possible to write the stabilizers
and logical operators in terms of the logical modes ξ̄ =
(q̄1, . . . , q̄n, p̄1, . . . , p̄n) that we introduced in Eqs. (41).
We define the modular quadrature operators of the logical
modes k̄ = (k̄1, . . . , k̄2n) as

k̄j =
{

q̄j /
√

2π
}

d−1/2
j

, k̄j +n =
{

p̄j /
√

2π
}

d−1/2
j

, (61)

where we have written x = a�x�a + {x}a for x ∈ R such
that �x�a ∈ Z and {x}a ∈ (−a/2, a/2]. From Eqs. (42) we
see that the eigenstates of each stabilizer generator Ŝj

(respectively, Ŝj +n) are eigenstates of p̄j (q̄j ) mod
√

2π/dj ,
and are thus also the eigenstates of k̄j +n (k̄j ). The operator
k̄ acts trivially on L because every basis state |ψ〉 ⊗G |k〉
is an eigenstate of the stabilizers regardless of its logi-
cal state. Since the stabilizer generators are simultaneously
diagonalizable, we also have

[
k̄J , k̄J ′

] = 0. Finally, we can
relate the operators k̄ and k̂ to each other via the equation

k̂ = {

k̄
}
P . (62)

This equation can be used to rewrite Eqs. (59) and (60) in
terms of k̄, giving

Ŝj = Î ⊗G e−2iπ
√

dj k̄j +n , (63a)

Ŝj +n = Î ⊗G e2iπ
√

dj k̄j , (63b)

X̄j = X̂j ⊗G e−2iπ k̄j +n/
√

dj , (63c)

Z̄j = Ẑj ⊗G e2iπ k̄j /
√

dj . (63d)

D. The partial trace

The central feature of using the stabilizer subsystem
decomposition is the property that the partial trace over the
stabilizer subsystem trS corresponds to an ideal decoding
map over a primitive cell P , which we now show.

We consider an ideal decoding map composed of a
round of ideal error correction over P , followed by a
read out of the logical information in the resultant ideal
codestate. This ideal decoding map can be described in the
subsystem decomposition in three steps:

(a) First, there is a measurement of k̂ with some mea-
surement outcome v ∈ P , which projects the initial
state into the k̂ = v eigenspace via the projection
operator |v〉S 〈v| (up to normalization).

(b) To return the state to the k̂ = 0 eigenspace (the ideal
codespace), we apply the displacement Ŵ(v)†.

(c) Finally, ideal read out is then described by the map
ρ̂ ⊗G |0〉 〈0| �→ ρ̂.

Considering these three steps together and averaging over
the possible measurement outcomes results in a quan-
tum channel H �→ L described by the Kraus operators{
S 〈v| ∣∣ v ∈ P}, where S 〈v| is an operator that maps H →
L. Thus, the postdecoding state of an arbitrary density
operator ρ̂, unconditional on the stabilizer measurement
outcomes, can be found by taking the partial trace over the
S subsystem

∫

P
d2nv S 〈v| ρ̂ |v〉S = trS(ρ̂). (64)

Equivalently, if one performs a round of ideal error correc-
tion over P and averages over the outcomes, one obtains
the ideal GKP codestate trS(ρ̂)⊗G |0〉 〈0|. The partial trace
can in some sense be considered an “ideal” measure of the
logical information in a state ρ̂. Indeed, the ideal decod-
ing procedure is not implementable physically since the
measurement of the stabilizer generators requires the use
of a non-normalizable ideal GKP codestate. We leave it to
future work to describe approximate error correction in the
stabilizer subsystem decomposition.

In some contexts, it is also useful to consider the state
ρ̂v ∝ S 〈v| ρ̂ |v〉S , which is the decoded state conditioned
on the measurement outcome v (not averaged over them),
because some stabilizer outcomes can result in decoded
states ρ̂v with less noise than others. Such considerations
have previously been explored in qubit codes [40] and in
GKP magic state distillation [31].

We remark that this ideal GKP decoding map is not
equivalent to a decoding map defined by logical-state
tomography with binned measurement operators. Indeed,
we show in Appendix B that the logical-state tomography
with binned measurement operators (binned-LST) decod-
ing map is not completely positive, and is more susceptible
to logical errors than the ideal decoding map.

V. TRANSFORMATIONS OF ⊗G

Next, we turn our attention to transformations of the
subsystem decomposition ⊗G . In particular, we are inter-
ested in describing transformations that map basis states
in one subsystem decomposition to basis states of another:
|ψ〉 ⊗G |k〉 �→ |ψ ′〉 ⊗G′ |k′〉. We wish to do this for three
reasons. First, these transformations provide a recipe to
decompose arbitrary CV states in the ⊗G subsystem
decomposition (Sec. V E). Second, the transformations
provide useful tools to analyze logical Clifford gates (Sec.
VI) and the relationship between different GKP codes.
Finally, the transformations allow us to make explicit the
relationship between the subsystem decompositions and
the Zak basis states [Eq. (36)] of H (Sec. V D). To do
this, we introduce three transformations—cell transforma-
tions, Gaussian transformations, and dimension transfor-
mations—that allow one to relate any two arbitrary stabi-
lizer subsystem decompositions G and G ′ over n modes to
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each other. An example of each transformation is depicted
in Fig. 4, which we will refer to throughout the section.

A. Cell transformations

The first transformation we consider is a primitive
cell transformation (
, d,P) �→ (
, d,P ′), which can be
achieved by applying the boundary conditions Eq. (51) to
each basis state inP (as described below). Cell transforma-
tions are important to consider because different primitive
cells correspond to different decoders with different error-
correction properties. As such, the same state decomposed
across two subsystem decompositions differing only by
their primitive cell can encode different information in
their logical subsystems.

In order to describe the cell transformation G =
(
, d,P) �→ G ′ = (
, d,P ′), we start by noting from the
definition of a primitive cell [Eq. (45)] that any vector
k ∈ P can be uniquely written

k = �̄ + {k}P ′ , (65)

where �̄ ∈ �̄ and {k}P ′ ∈ P ′. Therefore, to write any basis
state |ψ〉 ⊗G |k〉 as a basis state of ⊗G′ , we can sim-
ply apply the boundary conditions associated with the
dual-lattice vector �̄, resulting in the equation

|ψ〉 ⊗G |k〉 =
(

P̂d(s) |ψ〉
)

⊗G′
(

eiπkT	�̄ |k − �̄〉
)

, (66)

where we have written �̄ = ∑2n
J=1 sJ m̄J and P̂d(s) is an

n-qudit Pauli operator defined in Eqs. (31). Importantly,
k − �̄ = {k}P ′ is in the new primitive cell P ′ of the sub-
system decomposition ⊗G′ . Note that this transformation
applies a k-dependent Pauli operator to the logical sub-
system, reflecting the fact that the new decoder defined
by P ′ results in different logical information stored in a
subsystem basis state.

It is also convenient to consider the subsets P�̄ ⊆ P for
�̄ ∈ �̄, defined as the set of points k that are mapped by
Eqs. (65) to P ′ with the dual-lattice vector �̄. For exam-
ple, in Figs. 4(c) and 4(d), we show the cell transformation
of a rhombus primitive cell P = 
hexVsq to a hexagonal
primitive cell P ′ = Vhex, while the remaining parameters

 = 
hex and d = (2) remain fixed. To perform this trans-
formation, the initial rhombus cell P is split into regions
P�̄ ⊂ P , each of which will be shifted by the dual-lattice
vector �̄ to form the new hexagonal cell P ′. In particu-
lar, the yellow, green, blue, and red regions are shifted
by +m̄1, −m̄1, +m̄2, and −m̄2, respectively; while the
unshaded region is “shifted” by the zero vector 0 ∈ �̄. The
basis vectors in each state are transformed by the bound-
ary conditions Eq. (66), which apply a Pauli operator to
the logical subsystem and a phase to the stabilizer subsys-
tem. In general, each region can be found by performing
the decomposition Eq. (65) to each vector k ∈ P .

B. Gaussian transformations

Next, we consider Gaussian transformations of the basis
states. Applying a Gaussian unitary operator ÛS to each
basis state in the subsystem decomposition transforms
G �→ S(G) = (S
, d, SP) such that

ÛS (|ψ〉 ⊗G |k〉) = |ψ〉 ⊗S(G) |Sk〉 . (67)

Unlike the cell transformation, a Gaussian transformation
affects both the generators of the lattice 
 �→ S
 and the
cell P �→ SP . As such, to obtain a transformation that
alters only the lattice generators in 
, one must combine
a Gaussian transformation with a cell transformation that
restores the original cell P . This is particularly relevant
in the special case where S = 
N
−1 for some symplec-
tic integral matrix N , in which case ÛS is the Gaussian
unitary operator that implements the logical Clifford gate
with action ÛSP̄d(s)Û

†
S = P̄d(N s). Here, the transforma-

tion not only applies a logical Clifford gate but also alters
the primitive cell, which we discuss in more detail in Sec.
VI.

We can now describe the full set of transformations
required to transform the single-mode square GKP code
Gsq [Eq. (56)] to the single-mode hexagonal GKP code Ghex
[Eq. (57)], depicted in Figs. 4(a), 4(c), and 4(d). First, we
perform a Gaussian transformation Û
hex , resulting in the
intermediate subsystem decomposition
hexGsq [Fig. 4(c)].
Then, we perform a cell transformation from the rhombus
primitive cell 
hexVsq to the hexagonal primitive cell Vhex.
When comparing the properties of the square and hexag-
onal GKP codes it is important to consider both of these
transformations, as both of them alter the properties of the
decomposition.

C. Dimension transformations

Finally, we describe how to transform the dimension, d,
of the subsystem decomposition. Central to this descrip-
tion is the single-mode unfolding operation Rj (defined
below), which transforms the dimension of the j th mode
dj �→ 1, creating a qunaught mode. While there are many
possible transformations that map a given mode from a
qudit mode to a qunaught mode, we choose to describe
the unfolding operation Rj (defined below) due to its sim-
ple action on the basis states of ⊗G . The net effect of this
operation is to take the logical information in the j th mode
and instead label it in the stabilizer mode, thus increasing
the size of the primitive cell [see Fig. 4(b)]. The unfolding
operation is therefore a generalization of the relationship
between the single-mode square GKP qubit code and the
Zak basis as shown in Fig. 1. The “inverse” of the unfold-
ing operation is a d-fold folding operation Fj (d), which
turns a qunaught mode back into a qudit mode with dimen-
sion d. Arbitrary dimension transformations d �→ d′ can
then be described as unfolding and folding operations on
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each of the modes (although in some cases it is necessary
to perform a cell transformation following the unfolding
operation in order for the folding operation to be well
defined).

Intuitively, the unfolding operation Rj consists of
demoting the logical Z̄j = Ŵ(m̄j +n) operator on the j th
mode to a stabilizer of the new code, and removing the
corresponding X̄j = Ŵ(m̄j ) from the logical Pauli group.
Since Ŵ(m̄j +n) is now in the stabilizer group, states related
by a displacement Ŵ(m̄j ), which previously had identi-
cal support in the stabilizer subsystem are now distinct.
As a result, Rj “unfolds” (or copies) the cell P dj times
along the vector m̄j , with the new patch given by Rj (P) =⋃dj −1

a=0 (P + am̄j ).
Concretely, the action of R1 (acting on the first mode

for simplicity) on states in the subsystem decomposition is
given by

|μ1⊕μ〉 ⊗G |k〉 = eiπμ1m̄T
1	k |0⊕μ〉 ⊗R1(G) |k + μ1m̄1〉 ,

(68)

where ⊕ represents the direct sum of two ditstrings μ1 ∈
Zd1 and μ ∈ ⊕n

j =2 Zdj , k ∈ P , and R1(G) is determined
below. Note that the 0 label in the right-hand side of Eq.
(68) is redundant since it represents a qunaught degree of
freedom. The corresponding folding operation F1(d1) can
be found by inverting Eqs. (68).

Finally, we must consider how Rj transforms the
parameters G of the subsystem decomposition. In terms
of lattice generators, Rj transforms mj +n �→ mj +n/dj
(which adds Z̄j to the stabilizer group), and correspond-
ingly m̄j �→ dj m̄j (which removes X̄j from the logical
Pauli group), while all other lattice and dual-lattice gener-
ators are unchanged. It is straightforward to show that the
equivalent transformation of the parameters is given by

Rj (G) =
⎛
⎝
Aj

(√
dj

)
, ddj →1,

dj −1⋃
a=0

(P + am̄j )

⎞
⎠ ,

(69)

where Aj (λ) is a diagonal matrix with λ and λ−1 on the
j th and (j + n)th positions, respectively, and ones else-
where, and ddj →1 = (d1, . . . , dj −1, 1, dj +1, . . . , dn). In Sec.
V D we will also make use of the all-mode unfolding
operation R = R1 ◦ . . . ◦ Rn, which results in a trivial
subsystem decomposition R(G) with dimension vector 1n.

As an example, consider the unfolding of the square
GKP code Gsq, shown in Figs. 4(a) and 4(b). The unfolded
square GKP code R(Gsq) is a qunaught code with triv-
ial logical subsystem L ∼= C, such that each point in the
unfolded primitive cell R(Vsq) represents a single-basis
state of the full Hilbert space H. R(Vsq) has double the
area of Vsq. The left half of R(Vsq) corresponds to states

in Gsq with a |0〉 logical state, while the right half corre-
sponds to |1〉. In general, a basis state |ψ〉 ⊗sq |k〉 of Gsq is
a superposition of two basis states |k〉 and |k + e1/

√
2〉 of

the unfolded decomposition R(Gsq) (where we have omit-
ted the redundant logical information |0〉 in the notation).
By comparison to Fig. 1, one can see that the basis states
of R(Gsq) correspond to Zak states as we will now discuss.

D. Zak states

We can now make explicit the connection between states
in a stabilizer subsystem decomposition G and Zak states
[24], which are known to be closely related to GKP codes
[23,29].

Since the n-mode Zak states |k〉a [Eq. (36)] are simul-
taneous eigenstates of the displacement operators Ŵ(aj ej )

and Ŵ(ej +n/aj ), we can identify them with the stabilizer
states of an n-mode qunaught rectangular GKP code

|k〉a = |0n, k〉(
Z ,a,1n) , (70)

where 
Z ,a = diag (a1, . . . , an, 1/a1, . . . , 1/an) and holds
for all k ∈ R

2n. We can obtain a Zak basis by restricting

kj ∈
(

− 1
2a

, a − 1
2a

]
, kj +n ∈

(
− 1

2a
,

1
2a

]
(71)

for j = 1, . . . , n. The Zak basis coincides with the Zak
basis states of a trivial stabilizer subsystem decomposition

Za = (
Z ,a, 1n,PZ ,a) (72)

that we call the Zak subsystem decomposition, where PZ ,a
is defined by Eq. (71). As foreshadowed in Sec. V C, apply-
ing an all-mode unfolding operation R to a square qudit
GKP code Gsq,d results in a Zak subsystem decomposition
Z√

d, where
√

d = (
√

d1, . . . ,
√

dn).
With this connection, we can now apply any of the

transformations discussed above in Sec. V A–V C to relate
arbitrary GKP stabilizer subsystem decompositions to a
Zak basis Z√

d. Starting from an arbitrary G = (
, d,P),
we can apply three transformations to result in a decompo-
sition described by Z√

d:

(a) First we apply a Gaussian transformation 
−1,
resulting in the decomposition 
−1(G) = (I2n, d,

−1P).

(b) Then, we apply a cell transformation 
−1P �→
Vsq,d, where Vsq,d is the Voronoi cell of the square
GKP code with dimension vector d.

(c) Finally, we apply an all-mode unfolding operation
R, which results in the Zak subsystem decomposi-
tion Z√

d.

Since the transformations described in Sec. V A–V C pre-
serve the linear independence and completeness of the
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states in each subsystem decomposition, and the Zak states
form a basis of H when restricted to the primitive cell
PZ ,

√
d, we can confirm that the restriction of k to a primi-

tive cell P of the dual lattice �̄ does indeed result in a basis{
|μ, k〉 ∣∣μ ∈ ⊕n

j =1 Zdj , k ∈ P
}

of the full Hilbert space
H.

E. Wave functions in the subsystem decomposition

The relationship between basis states of an arbitrary sub-
system decomposition and the Zak basis also provides a
practical method of decomposing arbitrary states |φ〉 ∈ H
into an arbitrary stabilizer subsystem decomposition ⊗G .
In particular, we wish to calculate the overlap

(〈μ| ⊗G 〈k|) |φ〉 = (
,d) 〈μ, k|φ〉 (73)

for all μ ∈ ⊕n
j =1 Zdj and k ∈ P .

To perform this calculation we work with stabilizer
states |μ, k〉(
,d) as defined in Eq. (47). We can write the
stabilizer state |μ, k〉(
,d) as a Zak state:

|μ, k〉(
,d) = Û
 |μ,
−1k〉(I2n,d) (74)

= Û
 eiπ �̄(μ)T	k
∣∣
−1

(
k + �̄(μ)

) 〉
Z√

d
, (75)

where �̄(μ) = ∑n
j =1 μj m̄j . Note that m̄j for j ≤ n rep-

resents the logical X̄j operator, such that Ŵ
(
�̄(μ)

)
=

∏n
j =1 X̄

μj
j . In Eq. (74), we have applied the Gaussian trans-

formation Û
 [Eq. (67)]; and in Eq. (75), we have applied
the all-mode unfolding operation R defined by Eq. (68).

Since we are working with stabilizer states and not with
a subsystem decomposition, we do not need to explic-
itly apply a cell transformation. Instead, the primitive cell
of the original decomposition G is incorporated implic-
itly into the calculation by only calculating overlaps where
k ∈ P . Indeed, when k runs over P and μ runs over all
possible ditstrings, the “unfolded” vector 
−1

(
k + �̄(μ)

)

[Eq. (75)] runs over a primitive cell that is related by a cell
transformation to our previous choice of Zak primitive cell
PZ ,

√
d.

Finally, we can use the position representation of the n-
mode Zak states given by Eqs. (8) and (36) to write the
overlap Eq. (73) as a sum of overlaps

q 〈x|Û†

|φ〉 . (76)

Therefore, any state for which one can calculate the over-
lap Eq. (76) can be decomposed into any subsystem
decomposition G. We relegate the full equation relating
the overlap Eq. (73) with Eq. (76) to Appendix E due to
its length.

VI. LOGICAL CLIFFORD GATES

We now move on to analyzing logical Clifford gates in
the stabilizer subsystem decomposition. To simplify our
discussion we consider only GKP codes that encode k
qubits in n modes, i.e., the dimension vector d consists
of k 2’s followed by n − k 1’s. One appealing feature of
GKP codes is that Gaussian operators, which are often easy
to implement experimentally, are sufficient to generate the
logical Clifford group. Given a k-qubit Clifford operator Â,
we can always write ÂP̂d(s)Â† = P̂d(NAs), where NA is an
integral symplectic matrix that acts trivially on the compo-
nents of s corresponding to the n − k qunaught states, and
P̂d(s) is a Pauli operator defined in Eq. (31). Equivalently,
NA is the symplectic representation of the Gaussian oper-
ator Āsq that applies the logical Â gate on the square GKP
k-qubit code. For a general GKP k-qubit code, a logical
implementation of the Clifford gate Â is given by Ā = ÛSA

with SA = 
NA

−1, such that ĀP̄d(s)Ā† = P̄d(NAs). We

note that the logical implementation Ā (and, equivalently,
the symplectic matrices SA and NA) is not unique for a
given Clifford gate Â.

We begin our analysis by considering the action of Ā on
stabilizer states, given by

Ā |ψ , k〉(
,d) = |A(ψ), SAk〉(
,d) , (77)

where A(ψ) is the qubit label representing the state
|A(ψ)〉 = Â |ψ〉, c.f. Eq. (28). Since the state |ψ , k〉(
,d)
can be interpreted as an ideal GKP codestate that has
incurred a displacement error Ŵ(k) |ψ̄〉, we can see that
the logical Clifford gate maps the error k to SAk. The Clif-
ford gate can therefore cause a logical error if the initial
error is correctable (i.e., k ∈ P) but the final error is not
(SAk /∈ P). However, one can exactly counteract this effect
if one simply performs a round of error correction over a
modified patch SAP immediately after the application of
the gate, an idea which was first introduced in Ref. [41]
and generalized in Ref. [42].

An interesting alternative viewpoint is to consider Ā
as a Gaussian transformation of the stabilizer subsystem
decomposition G �→ SA(G) = (
NA, d, SAP) via Eq. (67).
Here, the right multiplication of
 by the integral symplec-
tic matrix NA can be viewed as a column operation that
relabels the generators of the GKP lattice and dual lattice
(equivalent to a row operation N T

A acting on the generator
matrix M ) while leaving the lattice invariant. The relabel-
ing occurs in such a way that the Clifford operator Â is
applied to the logical Pauli labels of the dual lattice �̄, i.e.,

|ψ〉 ⊗(
NA,d,SAP) |SAk〉 =
(

Â |ψ〉
)

⊗(
,d,SAP) |SAk〉 .

(78)
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However, to write the right-hand side of Eq. (78) in terms
of the original subsystem decomposition G, one must per-
form a cell transformation SAP �→ P via Eq. (66), which
in general applies a Pauli operator to the logical subsystem.

In practical terms, the logical information in the original
subsystem decomposition G after applying Ā corresponds
to performing a round of error correction over the orig-
inal primitive cell P after the gate (and thus incurring
additional errors as described above). In contrast, the log-
ical information in the modified subsystem decomposition
(
, d, SAP) after applying Ā corresponds to performing
error correction over the modified primitive cell SAP . In
this case, no cell transformation is performed after Eq. (78)
and so no logical errors are introduced.

In Sec. II C 3 we already discussed the examples of
the logical Hadamard [Eq. (27)] and logical phase [Eq.
(29)] gates for the single-mode square GKP code. In par-
ticular, we saw that the logical Hadamard gate H̄sq is a
tensor-product operator in the subsystem decomposition,
while the logical phase gate S̄sq is not. This is a con-
sequence of how the corresponding symplectic matrices
for the Hadamard S(sq)

H and phase gates S(sq)
S transform

the square Voronoi cell Vsq. For the Hadamard gate, we
have S(sq)

H Vsq = Vsq, so no cell transformation is required
following Eq. (78), and hence H̄ decomposes as a tensor-
product operator. For the phase gate, we have S(sq)

S Vsq �=
Vsq, and the required cell transformation S(sq)

S Vsq �→ Vsq

ensures that S̄sq cannot be written as a tensor-product
operator.

As a further example, consider the logical controlled Z
gate. Since this is a two-qubit gate, we consider it acting
on two copies of the square GKP code, which is described
by the parameters

G2
sq = (

I4, (2, 2), (−2−3/2, 2−3/2]×4) . (79)

The controlled Z gate is described by

ĈZ = diag(1, 1, 1, −1), (80a)

NCZ = S(sq)
CZ

=

⎡
⎢⎣

1 0 0 0
0 1 0 0
0 1 1 0
1 0 0 1

⎤
⎥⎦ , (80b)

C̄Z,sq = exp(iq̂ ⊗ q̂). (80c)

Since S(sq)
CZ

V2
sq �= V2

sq, the controlled Z gate cannot be writ-
ten as a tensor-product operator.

We can perform a similar analysis for the hexagonal
GKP code [Eq. (57)]. Consider the logical permutation
gate R̄hex = H̄hexS̄†

hex, which has

R̂ = 1√
2

[
1 −i
1 i

]
, NR =

[
1 −1
1 0

]
, (81a)

S(hex)
R =

[
1/2 −√

3/2√
3/2 1/2

]
, R̄hex = exp(iπ â†â/3).

(81b)

Since S(hex)
R is a π/3 anticlockwise rotation, we have

S(hex)
R Vhex = Vhex, so R̄hex is a tensor-product operator

across Ghex. However, the logical Hadamard, phase, con-
trolled NOT, and controlled Z gates all do not preserve
the hexagonal Voronoi cell and are not tensor-product
operators in Gsq.

Our formalism also allows for other logical gate propos-
als such as those using gauge fixing techniques [38,43],
which could be used to implement code deformation and
lattice surgery schemes. In particular, consider the projec-
tion into the +1 eigenspace of an arbitrary logical Pauli
operator P̂. In the stabilizer subsystem decomposition this
consists of demoting the logical Pauli operator to a stabi-
lizer via an appropriate unfolding operation, followed by a
round of error correction to project into the +1 eigenspace.
In symbols, this corresponds to the sequence R1 ◦ SA,
where Â is a Clifford operator such that ÂP̂Â† = Ẑ ⊗
Î⊗(n−1). We leave it to future work to apply this formalism
to practical problems involving GKP gauge fixing.

VII. NUMERICAL MODELING OF NOISE

One appealing feature of subsystem decompositions is
that the partial-trace operation provides a straight-forward
method of extracting qudit-level information from CV
states. Here, we apply the stabilizer subsystem decompo-
sition partial trace to model noise sources such as loss and
dephasing in GKP codes. In particular, we are interested
in obtaining the qudit-to-qudit logical map corresponding
to applying a given noise map N on approximate GKP
codewords. We develop a general method for calculating
the logical noise map from N using the partial trace in
Sec. VII A, from which the average gate fidelity can be
directly calculated. Excitingly, our method becomes more
accurate the closer the state is to an ideal GKP code-
word, allowing us to calculate logical noise maps for states
with essentially arbitrarily large photon numbers (Sec. H).
We then apply the method to calculate the average gate
fidelity of the pure loss (Sec. VII C), Gaussian random dis-
placement (Sec. VII D), and white-noise dephasing (Sec.
VII E) noise channels acting on single-mode square GKP
approximate codestates. We find that in the regime of small
loss and high-quality approximate codestates, pure loss
outperforms the Gaussian random-displacement channel
obtained by postcomposing pure loss with a quantum-
limited amplification noise channel, consistent with Ref.
[27]. Finally, we show that the square GKP code is far
more vulnerable to dephasing than pure loss; indeed, when
comparing the average gate infidelity of the GKP codes
with a trivial {|0〉 , |1〉} Fock space encoding, we find that
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a squeezing of at least 12 dB and a dephasing rate below
σ 2 = 10−3 (defined below) is necessary to break even.

A. Description of method

In this subsection we present the methods we use to
determine the logical noise channel NL corresponding
to a CV noise channel N . We develop the method for
a general GKP stabilizer subsystem decomposition G =
(
, d,P), although in the remainder of the section (Secs.
VII B–VII E) we will consider only the square single-mode
GKP code Gsq = (I2, (2),Vsq) [Eq. (56)].

We start by defining the logical noise map NL as

NL(ρ̂) = trS
(N (ρ̂ ⊗G |0〉 〈0|)) , (82)

where N is an arbitrary CV noise map. One can understand
NL as composed of three steps:

(a) an ideal encoding map ρ̂ �→ ρ̄ = ρ̂ ⊗G |0〉 〈0|, fol-
lowed by

(b) the CV noise map N , and finally
(c) an ideal decoding map over the primitive cell P ,

which is equivalent to the partial trace over S (as
described in Sec. IV D).

Importantly, we have defined N as acting on ideal
codestates ρ̄. In practice though, we are typically interested
in noise channels acting on nonideal codestates ρ̃ since the
ideal codestates are non-normalizable. However, we can
always define a map C that maps the ideal codestates |μ̄〉
to the nonideal codestates |μ̃〉. Then, the map N ′ = N ◦ C
can be used in place of N in Eq. (82) to define the cor-
responding logical noise map acting on the approximate
codestates.

To find the logical map NL from N , we first need
to write N in terms of displacement operators in its
characteristic function [44]

N (ρ̂) =
∫∫

R2n
d2nu d2nv c(u, v)Ŵ(u)ρ̂Ŵ(v)†. (83)

In general, the characteristic function c(u, v) can be
obtained either from the Liouville superoperator represen-
tation of N or from a Kraus decomposition, as described
in Appendix F. Alternatively, we derive the character-
istic function of an arbitrary Gaussian CPTP map in
Appendix F, giving us many of the characteristic functions
used below. Finally, the characteristic function c(u, v) of
a composition of maps N = N2 ◦ N1 can be written in
terms of the characteristic functions of the maps Ni with
the equation:

c(u, v) =
∫∫

R2n
d2nũ d2nṽ

(
eiπ(uT	ũ−vT	ṽ)

× c1(u − ũ, v − ṽ) c2(ũ, ṽ)
)

, (84)

where ci(u, v) is the characteristic function of Ni. Equation
(84) can be used, for instance, to calculate the character-
istic function of the map N ◦ C, where C is the nonideal
codestate map from the previous paragraph.

To calculate the logical noise map, we first apply N to
an ideal codestate via the equation

N (|ψ , 0〉 〈ψ , 0|) =
∫∫

R2n
d2nu d2nv c(u, v) |ψ , u〉 〈ψ , v| ,

(85)

where we have omitted the (
, d) label of the stabilizer
states to save space. We can see Eq. (85) holds from the
definition of stabilizer states as displaced ideal codestates
[Eq. (47)]. Moreover, Eq. (85) can be applied to an arbi-
trary ideal encoded density matrix ρ̂ ⊗G |0〉 〈0| using the
linearity of N .

The use of stabilizer states on the right-hand side of Eq.
(85) is necessary due to the domain of integration R

2n.
Therefore, to write Eq. (85) in terms of the subsystem
decomposition ⊗G , we must apply the boundary conditions
Eq. (51), giving

N (
ρ̂ ⊗G |0〉 〈0|) =

∑

s,t∈Z2n

∫∫

P
d2nu d2nv

×
(

cs,t(u, v)P̂d(s)ρ̂P̂d(t)† ⊗G |u〉 〈v|
)

, (86)

where P̂d(s) is a Pauli operator defined in Eq. (31), and

cs,t(u, v) = c
(

u + �̄(s), v + �̄(t)
)

eiπ(uT	�̄(s)−vT	�̄(t)),

(87)

with �̄(s) = ∑2n
J=1 sJ m̄J . Note that applying the boundary

conditions has introduced logical Pauli operators on the
logical subsystem, altering the logical information stored
in the state.

Finally, we obtain the logical noise map by taking the
partial trace over the stabilizer subsystem, giving

NL(ρ̂) =
∑

s,t∈Z2n

(∫

P
d2nv cs,t(v, v)

)
P̂d(s)ρ̂P̂d(t)†. (88)

In order to evaluate the logical noise map Eq. (88) in
practice, we need to truncate the infinite series over s, t.
This truncation is possible if the modulus of the char-
acteristic function |c(u, v)| goes to 0 sufficiently fast as
|u|, |v| → ∞. Indeed, in some cases this property does not
hold, for example, in the unphysical scenario of apply-
ing pure loss to an ideal codestate, and in these cases our
method cannot be applied in practice. However, in all the
other examples we consider, |c(u, v)| decays to 0 exponen-
tially as |u|, |v| → ∞, and we find that a truncation of each
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component of s, t to −1, 0, 1 is sufficient to achieve accu-
rate results in almost all regimes of interest, as discussed
in more detail later in this section. In the case of the square
GKP code, the integrals in Eq. (88) can often be analyt-
ically evaluated due to the Cartesian product structure of
the square Voronoi cell Vsq [Eq. (56)]. However, for sub-
system decompositions with more complicated primitive
cells P , the integrals must be evaluated numerically. In this
work we consider only square GKP codes for simplicity.

With the logical noise map, one can then directly extract
quantities such as the average gate fidelity, which is
defined as [45]

F(E) =
∫

dψ 〈ψ |E(|ψ〉 〈ψ |)|ψ〉 (89)

for a quantum channel E acting on a discrete-variable
Hilbert space Hd, where the integral is over the uniform
measure dψ in state space. In practice this is most easily
calculated via the entanglement fidelity

Fe(E) = 〈ME|(I ⊗ E)(|ME〉 〈ME|)|ME〉 , (90)

where |ME〉 ∈ Hd ⊗ Hd is a maximally entangled state,
and I is the identity quantum channel acting on L(Hd).
Then, we can use the relationship [45]

F(E) = dFe(E)+ 1
d + 1

, (91)

where d = d1 × d2 × · · · × dn is the dimension of the
Hilbert space Hd. We note that in order to calculate the
average gate fidelity, the logical noise map (and, equiva-
lently, the noise map itself) must be CPTP.

Here we comment that the methods described above
reflect the logical information one would obtain using ideal
error correction, which is not possible in practice since it
requires the use of ideal codestates. While we do not quan-
titatively model the more realistic case of error correction
with approximate codestates, we briefly discuss the quali-
tative effect that this would have on our subsequent results.
For small enough�, one can approximately model the use
of approximate codestates and inefficient homodyne detec-
tion in a teleportation-based error-correction scheme as
applying a Gaussian random-displacement channel imme-
diately before and after a round of ideal error correction,
see, for example, Appendix F of Ref. [46]. To approxi-
mately model the effect of approximate error correction,
we can simply postcompose the noise map N consid-
ered above with the an appropriate Gaussian random-
displacement channel. Such a modification would reduce
the fidelity of the resulting logical channel and introduce
more errors. However, the qualitative features described
below, such as the presence of a global minimum in the

infidelity, should not be affected since the stochastic dis-
placement errors add only decoherently to the noise map
N .

To summarize, if one wishes to calculate the logical
noise map corresponding to applying a noise map N
on some nonideal GKP codewords, one can follow the
following steps:

(a) First, determine the map C that maps ideal
codestates to nonideal codestates.

(b) Then, calculate the characteristic function of the
combined map N ◦ C [Appendix F and Eq. (84)].

(c) Finally, substitute this into Eq. (88) by truncating the
infinite sums.

These are the steps that we follow for the square GKP
code in the remainder of this section. We start by look-
ing at nonideal codestates defined by the envelope operator
in Sec. VII B, and follow this by applying the loss (Sec.
VII C), Gaussian random displacement (Sec. V B), and
white-noise dephasing (Sec. VII E) noise channels to the
codestates.

B. Envelope operator

We define approximate GKP codewords as

|ψ̄�〉 ∝ e−�2â†â |ψ̄〉 , (92)

where � quantifies the quality of the approximate code-
words, and the constant of proportionality is defined such
that |ψ̄�〉 is normalized. � is also commonly quoted in
decibels as �dB = −10 log10(�

2). We call the nonunitary
operator e−�2â†â the envelope operator, and we define
the envelope map as E = J [e−�2â†â], where J [Ô](ρ̂) =
Ôρ̂Ô†.

Since the envelope operator is nonunitary, the envelope
map E is not trace preserving. Moreover, the map that takes
ideal codestates to normalized approximate codestates
is not linear. To solve these problems, we apply an
orthonormalization procedure (described in Appendix G)
to the approximate codewords |ψ̄�〉 �→ |ψ̄�,o〉 such that the
orthonormalized encoding map E�o is CPTP. The orthonor-
malization has a vanishingly small effect on the approxi-
mate codestates themselves as � → 0. Conveniently, we
can calculate the orthonormalized CPTP logical noise map
E�L,o from the non-trace-preserving logical noise map E�L
after we have applied the steps in Sec. VII A.

The envelope map has characteristic function
(Appendix F)

c�E (u, v) ∝ exp
(
−π

2
coth

(
�2/2

) (|u|2 + |v|2)
)

, (93)

where we have omitted the constant of proportionality
since the codewords are going to be orthonormalized any-
way. Importantly, since the characteristic function Eq. (93)
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decreases exponentially as |u|, |v| → ∞, we can truncate
the sum in Eq. (88) to numerically obtain the logical enve-
lope map E�L . Moreover, each integral in Eq. (88) can
be evaluated analytically for the square GKP code (see
Appendix C). Then, we apply the orthonormalization pro-
cedure in Appendix G to obtain a CPTP map E�L,o. Finally,
we can calculate the average gate fidelity of E�L,o using Eqs.
(90) and (91). This average gate fidelity is plotted in the
γ = 0 curve of Fig. 5(a). Since c�E (u, v) becomes sharper
around the origin as � → 0, this method becomes more
accurate and less computationally expensive as the approx-
imation becomes more ideal. Indeed, our technique easily
enables the simulation of highly squeezed states, and in
principle there is no limit to the squeezing one could sim-
ulate (see Sec. H). Our result is similar in spirit to those
of Ref. [47], where it is shown that circuits that are effi-
ciently simulatable by classical computers with ideal |0̄〉
states as input states are universal for quantum computing
with approximate states as input, and the resourcefulness
of the approximate states increases as � increases.

Let us briefly comment on the accuracy of the truncation
of the infinite sum Eq. (88). To do this, we take the largest
value of � that we used in our simulations (� ≈ 0.94,
n̄ ≈ 0.56, �dB ≈ 3.1) and compare the average gate infi-
delity across different levels of truncation. In particular, we
truncate the absolute value of each component of s, t to be
less than or equal to some integer smax. We find that the
relative error

|F(smax = 2)− F(smax = 1)|
1 − F(smax = 2)

(94)

between the calculated average gate infidelities for smax =
1 and 2 is only 7 × 10−4, and the relative error between
smax = 2 and 3 is only 4 × 10−9. Moreover, these rela-
tive errors should decrease as � becomes smaller and the
codestates become more ideal. These results show that
the sum Eq. (88) converges extremely rapidly even for
large �, allowing smax to be set to 1 for all our remaining
calculations.

C. Pure loss

We define loss from the Kraus operators

Lγ (ρ̂) =
∞∑

j =0

L̂γj ρ̂L̂γ †
j , (95a)

L̂γj =
(

γ

1 − γ

)j /2 âj

√
j !
(1 − γ )n̂/2, (95b)

with characteristic function (Appendix F)

cγL(u, v) ∝ exp
(

− π

2
(1 + √

1 − γ )2

γ

× (|u − v|2 + 2iuT	v
) )

. (96)

Here, γ = 1 − e−κt represents the amount of loss applied
to a system evolving under the master equation

˙̂ρ = κD[â]ρ̂ (97)

for some time t, where D[â]ρ̂ = âρ̂â† − 1
2 {â†â, ρ̂} is the

Lindblad dissipator and {A, B} = AB + BA is the anticom-
mutator.

Simulating loss acting directly on ideal GKP codestates
using our method is not possible since the modulus
|cγL(u, v)| is constant for u = v, even as |u| → ∞. Instead,
we simulate loss acting on approximate codestates by
considering a composition of maps Lγ ◦ E�, whose char-
acteristic function can be determined from Eq. (84). Again,
we calculate the logical map by truncating the infinite
series Eq. (88), and we must orthonormalize the codewords
using Appendix G, resulting in the orthonormalized logical
map (Lγ ◦ E�)L,o.

We plot the average gate fidelity of (Lγ ◦ E�)L,o for the
square GKP code in Fig. 5, and compare it to the average
gate fidelity of loss acting on the trivial Fock encoding,
{|0〉 , |1〉}, which represents the break-even point of the
code. We find that for any fixed loss rate γ , there is an
optimal � that maximizes the average gate fidelity. One
can understand this intuitively by noting that loss has a
larger effect on states with a large photon number. Since the
average photon number of an approximate GKP codestate
is given approximately by 〈â†â〉 ≈ 1/(2�2)− 1/2 [48], as
the GKP codestate becomes more ideal, the noise due to
E� decreases while the noise due to Lγ increases, giving
rise to a cross-over point, which represents the optimal �
that protects against the loss. As previously mentioned, we
expect that these results would hold qualitatively (if not
quantitatively) in the more realistic case of error correction
with approximate codestates.

Based on experimental parameters used in a recent paper
that produced GKP Pauli eigenstates [15], we can obtain
a rough, order-of-magnitude estimate of the loss rates we
might expect in near-term GKP experiments. Given a cav-
ity lifetime T1,c ∼ 600 µs, and an error-correction cycle
time of 6 µs, we can estimate the amount of loss we can
expect during an error correction cycle to be on the order of
γ ∼ 1%. At this loss rate, GKP codes perform very well,
and the optimal � is far beyond what is experimentally
feasible. Encouragingly, the square GKP code still outper-
forms the trivial encoding even for much larger amounts
of loss.

D. Gaussian displacements

Next, we consider a Gaussian random-displacement
noise model Gσ defined by its characteristic function

cσG(u, v) = σ−2 exp
(−π |u|2/σ 2) δ2(u − v). (98)
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FIG. 5. Average gate infidelities of the logical noise channels corresponding to loss acting on approximate single-mode square GKP
qubit codestates (Lγ ◦ E�)L,o, and random Gaussian displacements acting on approximate GKP codestates (Gσ ◦ E�)L,o, where σ 2 =
γ /(1 − γ ) is scaled such that the Gaussian displacement channel is equivalent to loss followed by a quantum limited amplification
via Eq. (100). (a) The average gate infidelities plotted as a function of �, where n̄ ≈ 1/(2�2)− 1/2 is the average photon number of
the approximate GKP encoded maximally mixed state. The γ = 0 curve represents the errors solely resulting from the approximate
GKP codestates. (b) Average gate fidelity of the loss channel as a function of γ ≈ κt, which represents the loss of logical information
as approximate GKP codestates evolve in time under loss. This is compared to the loss of logical information stored in a trivial Fock
encoding {|0〉 , |1〉} under the same loss channel.

Here, σ 2 = κGt represents the variance of random dis-
placements applied to a system evolving under the master
equation

˙̂ρ = κG
(D[â] + D[â†]

)
ρ̂ (99)

for some time t. The Gaussian random-displacement chan-
nel Gσ is equivalent to a loss channel Lγ followed by a
quantum limited amplification channel [49]

G
√
γ /(1−γ ) = A1/(1−γ ) ◦ Lγ , (100)

where the quantum limited amplification channel Ag(ρ̂)

is equivalent to the state ρ̂ evolving under the master
equation

˙̂ρ = κAD[â†]ρ̂ (101)

for some time t, where g = eκAt.
Using the same method as for loss, we calculate

the orthonormalized logical noise map for the Gaussian
random-displacement channel acting on approximate GKP
codewords, and plot the average gate fidelity in Fig. 5(a).
To compare loss to Gaussian random displacements, we
use the relationship σ 2 = γ /(1 − γ ) from Eq. (100). For
equivalent values of σ and γ , Gσ introduces more noise
into the system than Lγ in the region of small �dB and γ .
However, the infidelity of Gσ becomes smaller than that
of Lγ at large values of �dB or γ , reflecting the fact that
cσG(u, v) tends to 0 as |u|, |v| → ∞ even when acting on
ideal codestates.

We again comment briefly on the accuracy of the trunca-
tion of Eq. (88). The data point with the highest infidelity

in Fig. 5 corresponds to a Gaussian random-displacement
channel with variance σ 2 = 0.1/(1 − 0.1) ≈ 0.11 applied
to a GKP codestate with very large� (� ≈ 0.94, n̄ ≈ 0.56,
�dB ≈ 3.1). Considering different truncations smax as in
Eq. (94), we find that the relative error in the average gate
infidelities for this � and σ 2 between smax = 1 and 2 is
2 × 10−3, and between smax = 2 and 3 is 2 × 10−7, indi-
cating that our truncation is still valid even for the channel
with the largest infidelity.

The consequences of our results for correcting GKP
codes against loss are interesting. In particular, in the
regime of large γ and large �dB, it is better to apply a
quantum limited amplification channel before performing
a standard round of GKP error correction, as discussed
in Ref. [49]. The fact that this scheme outperforms pure
loss followed by standard error correction is not neces-
sarily surprising, since the amplification is designed with
knowledge of the noise model acting on the system, while
standard error correction is not. However, loss without
amplification does outperform loss followed by amplifica-
tion in the small γ and small�dB regime that is likely to be
experimentally relevant. This result is consistent with the
results of Ref. [27].

E. White-noise dephasing

Finally, we conclude our numerical analysis by con-
sidering a white-noise dephasing channel, defined by its
continuous Kraus decomposition

Dσ (ρ̂) = 1√
2πσ 2

∫

R

dφ e−φ2/(2σ 2)eiφâ†âρ̂e−iφâ†â, (102)
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and with characteristic function (Appendix F)

cσD(u, v) = 1

4
√

2πσ 2

∫

R

dφ
e−φ2/(2σ 2)

sin2(φ/2)
e− iπ

2 cot
(
φ
2

)(
|u|2−|v|2

)
.

(103)

This time, σ 2 = κφt represents the amount of dephasing
applied to a system evolving under the master equation

˙̂ρ = κφD[â†â]ρ̂ (104)

for some time t. The term “white-noise” refers to the Gaus-
sian distribution of the Kraus operators, Eq. (102), which
is a simplification of general dephasing errors that can
occur in an experiment. Although our results should give
a general indication of the performance of GKP codes
against dephasing, typical experiments observe dephasing
with non-Gaussian, or colored, distributions.

Again, we calculate the orthonormalized logical noise
channel (Dσ ◦ E�)L,o as a function of both � and σ . In
the case of dephasing however, our result is not purely ana-
lytical as we perform the integral over φ arising from Eq.
(103) numerically. The average gate fidelity of the logical
noise channel is plotted in Fig. 6, and compared to pure
dephasing applied to the trivial Fock encoding {|0〉 , |1〉}.
For any given σ , we again find an optimal �, which cor-
rects against the dephasing, which we also expect to hold
qualitatively in the case of approximate error correction.
This can be understood intuitively by noting that dephasing
applies random rotations to a state in phase space. As� →
0, the approximate GKP codestate becomes more widely
distributed in phase space and is thus more vulnerable to
the effects of dephasing.

Comparing our results to the experimental data in Ref.
[15], we have Tφ ≈ 1 ms. At this rate, dephasing acting
over a time of 6 µs results in σ 2 ≈ 0.6%, although this
may be reduced if error correction can be performed faster
in the future. In contrast to loss, this amount of dephas-
ing severely affects GKP codestates, underperforming the
trivial encoding for all values of �. Indeed, for a GKP
squeezing of �dB = 10, one needs to be performing error
correction on a timescale of approximately 2 µs to achieve
an average gate infidelity of 10−3 even with state-of-the-
art dephasing rates. Moreover, to break even against a
pure-dephasing channel, one needs to be operating with a
squeezing of greater than �dB = 10 and a dephasing rate
less than 0.1%.

VIII. CONCLUSION

We began the paper by constructing the stabilizer sub-
system decomposition for the single-mode square GKP
qubit code in Sec. II, and discussing its key properties. In
Sec. III we introduced multimode GKP codes by describ-
ing the parameters (
, d) that specify the lattice generators

of a given GKP code. Then in Sec. IV, we introduced the
stabilizer subsystem decomposition H = L ⊗G S of the
CV Hilbert space into a logical and stabilizer subspace in
the general case. We showed that the partial trace trS cor-
responds to ideal decoding over the patch P , justifying our
use of the stabilizer subsystem decomposition over previ-
ously developed alternatives. We explored the properties
of the subsystem decomposition, and used three transfor-
mations (cell, Gaussian, and dimension transformations)
to connect states in the stabilizer subsystem decomposi-
tion to Zak states (Sec. V) and to describe logical Clifford
gates in our formalism (Sec. VI). Finally, in Sec. VII we
introduced a general method to calculate the logical effect
of various noise operators on GKP codes, which we then
used to analyze the envelope operator, pure-loss channels,
and Gaussian displacement channels in regimes that are
unreachable by Fock space simulations.

In Secs. VI and VII we provided a number of exciting
applications of the stabilizer subsystem decomposition to
implement logical gates and analyze the effects of noise.
However, there is significantly more work that must be
done to provide analysis that is useful for experiments.
In particular, one could incorporate other techniques from
the literature on fault tolerance, such as gate teleporta-
tion, subsystem codes [30], and gauge fixing [43], into the
GKP setting using our formalism. Furthermore, analyzing
more realistic noise sources such as colored dephasing,
Kerr nonlinearities, and approximate error correction is
required to model the dominant sources of errors in current
experiments. In particular, analyzing the dissipative GKP
error-correction schemes used in Ref. [12,50] in terms of
the subsystem decomposition may provide insights into
how the schemes work. We add that our formalism may
allow for more accurate simulations of concatenated GKP
codes using the logical action of noise channels and logical
gates defined by the stabilizer decomposition.

Finally, we note that our simulation methods rely on the
integration of characteristic functions over a cell P . In this
work, we were able to produce our results by evaluating
these integrals analytically over the single-mode square
GKP Voronoi cell. However, higher-dimensional integrals
over nonrectangular and/or multimode patches cannot be
evaluated analytically and thus require numerical integra-
tion, which may not scale favorably. As such, there is
still work that can be done to optimize the numerical
integration methods for multimode GKP codes.
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GKP qubit codestates (Dσ ◦ E�)L,o. (a) The average gate infidelities plotted as a function of �, where n̄ ≈ 1/(2�2)− 1/2 is the
average photon number of the approximate GKP encoded maximally mixed state. (b) Average gate infidelities as a function of σ 2 =
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APPENDIX A: COMPARISON TO REF. [18]

In this Appendix we briefly compare the stabilizer sub-
system decomposition to the modular subsystem decom-
position [18], for the single-mode square qubit GKP code
Gsq = (I2, (2),Vsq) [Eq. (56)]. We show that the stabilizer
subsystem decomposition is not equivalent to the decom-
position of Ref. [18] by explicitly decomposing example
states and operators into each subsystem decomposition.
We also show explicitly the different choices of phase in
the definitions of each decomposition in the Zak basis,
which lead to their different properties. Since the stabilizer
subsystem decomposition is designed to describe ideal
GKP codes, one way to view the decompositions of Ref.
[18] is that it defines a bosonic code that shares the same
ideal codespace as the GKP code, but where the partial-
trace operation represents a nonideal error-correction pro-
cedure.

In order to define a modular subsystem decomposition
following Ref. [18], one must choose a quadrature in which
to decompose the Hilbert space H. We choose the position
basis for this purpose and refer to this decomposition as the
modular-position subsystem decomposition (Q). Any real
number x can be decomposed into a sum

x = √
π(2s + μ)+ r, (A1)

where s ∈ Z, μ ∈ Z2, and r ∈ (−√
π/2,

√
π/2]. Introduc-

ing the modular notation: x = a�x�a + {x}a, where �x�a ∈

Z and {x}a ∈ (−a/2, a/2], we can write r = {x}√π , s =⌊�x�√
π

⌉
2 and μ = {�x�√

π

}
2. Then, the modular-position

subsystem decomposition is defined on the position eigen-
states as

|x〉q = |μ〉 ⊗Q |√πs + r〉q , (A2)

where we use the subscript q on the nonlogical “gauge”
mode to signify that the state is a position eigenstate of the
gauge mode.

Due to this choice, the position and momentum quadra-
tures are not treated symmetrically, resulting in a number
of undesirable properties in the subsystem decomposi-
tion. To make our point explicit, let us give two concrete
examples demonstrating the asymmetries of the modular-
position subsystem decomposition. First, the modular-
position subsystem decomposition treats the position and
momentum quadratures asymmetrically, and as such the
Fourier transform operator eiπ â†â/2 does not have a neat
decomposition over the subsystem. In contrast, we recall
that the Fourier transform operator can be written in
the stabilizer subsystem decomposition as a product of
operators acting on L and S as

eiπ â†â/2 = Ĥ ⊗sq R̂(π/2), (27)

where R̂(π/2) |k1, k2〉 = |k1, −k2〉 rotates the vector (k1, k2)

by an angle π/2 anticlockwise.
Second, we take the partial trace of the two CV states

|φ±〉 =
(
|0〉q + |±√

π〉q

)
/
√

2 (see Table I). These states
are chosen to reveal an asymmetry between left and right
displacements in position in the modular-position subsys-
tem decomposition, since the partial trace results in a pure
final state |+〉 〈+| for |φ+〉 but the maximally mixed state
ρ̂ = Î/2 for |φ−〉. In contrast, the stabilizer subsystem
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TABLE I. The partial trace of the states |φ±〉 =
1√
2

(
|0〉q + |±√

π〉q

)
in the square single-mode stabilizer

and modular-position subsystem decompositions. The stabilizer
subsystem decomposition gives the same result for both states,
while the modular-position subsystem decomposition gives
different results, revealing an asymmetry in superpositions of
left and right displacements of the position eigenstates.

CV state Stabilizer partial trace Mod-q partial trace

|φ+〉 1
2 Î + 1

π
X̂ 1

2 (Î + X̂ )
|φ−〉 1

2 Î + 1
π

X̂ 1
2 Î

decomposition gives the same logical state for both CV
states.

Now we turn our attention to the Zak basis representa-
tion of each decomposition. Recall our definition of a =√

2 Zak states

|k1, k2〉√2 = 4√4πeiπk1k2
∑
s∈Z

e2
√

2iπk2s |
√

2πk1 + 2
√
πs〉q

(8′)

for k1, k2 ∈ R. The set of states |k1, k2〉√2 restricted to k1 ∈(−2−3/2, 3 × 2−3/2
]

, k2 ∈ (−2−3/2, 2−3/2
]

forms a basis.
Next, recall the Zak representation of the Gsq decompo-
sition:

|μ〉 ⊗ |k1, k2〉 = eiπμk2/
√

2 |k1 + μ/
√

2, k2〉√2 (15′)

for μ = 0, 1 and k1, k2 ∈ (−2−3/2, 2−3/2
]
.

In recent work [23], a similar equation was developed
for the modular-position subsystem decomposition. Here
we provide a similar derivation using our notation in order
to directly compare the two decompositions. One can see
from the definition in Eq. (A2) that for any gauge mode
state |φ〉 we have

Ŵ
(

1/
√

2, 0
)

|0〉 ⊗Q |φ〉 = |1〉 ⊗Q |φ〉 . (A3)

Next, consider the “left half” of the Zak basis states
|k1, k2〉√2 for which k1 ≤ 2−3/2. These states have sup-
port only on position eigenstates |x〉q with μ = 0
in Eq. (A1), and thus can be decomposed into a
state |0〉 ⊗Q |φ〉. We can then choose a Zak basis{|k1, k2〉ζ

∣∣ k1, k2 ∈ (−2−3/2, 2−3/2]
}

of the gauge mode
such that

|0〉 ⊗Q |k1, k2〉ζ = |k1, k2〉√2 = |0〉 ⊗ |k1, k2〉 , (A4)

where the last ⊗ is across the stabilizer subsystem decom-
position. Now, we can apply Eq. (A3) to find

|1〉 ⊗Q |k1, k2〉ζ = e−iπk2/
√

2 |k1 + 1/
√

2, k2〉√2 , (A5)

which differs from the equivalent equation for the stabi-
lizer subsystem decomposition Eq. (15′) only by a e−√

2iπk2

phase. This in turn can be viewed as applying a k2-
dependent Z-axis rotation of the logical Bloch sphere, thus
altering the properties of the partial-trace operation. It is
because of this phase that the stabilizer subsystem decom-
position can be seen as a “rephasing” of the modular-
position subsystem decomposition, which symmetrizes the
treatment of the position and momentum quadratures. This
result is consistent with recent work done in Ref. [23].

APPENDIX B: BINNED QUADRATURE
MEASUREMENTS AND LOGICAL STATE

TOMOGRAPHY

In this Appendix we discuss the subsystem decompo-
sition of binned quadrature measurements (Sec. B 1), and
the relationship between ideal decoding (as defined in Sec.
III C) and logical state tomography using binned quadra-
ture measurements (binned LST), a procedure we define in
Sec. B 2. We show that binned quadrature measurements
do not correspond to measurements of the logical subsys-
tem Pauli operators; and, moreover, that binned quadrature
measurement operators do not decompose as tensor prod-
ucts in the stabilizer subsystem. Then, we show that binned
LST corresponds to a decoding procedure that is more
prone to errors, and defines a map that is not CPTP.
Throughout this Appendix we will consider only single-
mode qubit codes so that G = (
, (2),P) and the logical
Pauli operators are given by

X̄ = e−i
√
π p̄ , Ȳ = ei

√
π(q̄−p̄), Z̄ = ei

√
π q̄, (B1)

in terms of the logical modes ξ̄ = 
−1ξ̂ [see Eqs. (41) and
(42)].

1. Binned quadrature measurements

We begin by defining a binned operator B(Û) for any
unitary operator Û as follows. Given the spectral decom-
position of the unitary operator

Û =
∑
λ∈L

eiθλ |λ〉 〈λ| (B2)

with θλ ∈ (−π/2, 3π/2], we define the binned operator

B(Û) =
∑
λ∈L+

|λ〉 〈λ| −
∑
λ∈L−

|λ〉 〈λ| , (B3)

where L+ = {λ | θλ ∈ (−π/2,π/2]} and L− = {λ | θλ ∈
(π/2, 3π/2]}. In words, the binned operator B(Û) shares
the same eigenstates {|λ〉} as Û, but the complex eigenval-
ues of Û are rounded to +1 if their real part is positive
and −1 if their real part is negative. Note that B(Û) is both
unitary and Hermitian for any unitary Û.

We define binned quadrature measurements as follows.
For a binned Pauli X̄ measurement:
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(a) First, measure the logical quadrature p̄ .
(b) Then, round the result to the nearest multiple of

√
π .

(c) If the rounded result is even, assign a +1-
measurement outcome to the X̄ measurement; and
if it is odd, assign a −1-measurement outcome.

Binned Ȳ and Z̄ measurements are similarly defined by
replacing p̄ with (q̄ − p̄) and q̄, respectively. With this
definition, a binned quadrature measurement for X̄ is
equivalent to a measurement of the Hermitian operator
B(X̄ ), and likewise for Ȳ and Z̄.

Now consider the action of B(X̄ ) on a subsystem basis
state |ψ〉 ⊗G |k〉. From Eq. (60), X̄ acts on the stabilizer
states as

X̄ (|ψ〉 ⊗G |k〉) = X̂ |ψ〉 ⊗G e2iπ kT	m̄1 |k〉 . (B4)

Since X̂ has eigenvalues ±1, the action of B(X̄ ) on the
state is determined by whether the real part of e2iπ kT	m̄1 is
positive or negative. In particular, we can write the action
of B(X̄ ) as

B(X̄ ) (|ψ〉 ⊗G |k〉)

=
⎧⎨
⎩

(
X̂ |ψ〉

)
⊗G |k〉 , {kT	m̄1}1 ∈ (− 1

4 , 1
4

]
,

(
−X̂ |ψ〉

)
⊗G |k〉 , else,

(B5)

where {x}1 ∈ (−1/2, 1/2] is the remainder of x modulo
1. Similar results can be obtained for B(Ȳ) and B(Z̄) by
replacing m̄1 with (m̄1 + m̄2) and m̄2, respectively.

The significance of Eq. (B5) is that the remainder
{kT	m̄1}1 [or the equivalent remainders for B(Ȳ) and
B(Z̄)] is not always between −1/4 and 1/4, even when k is
in the Voronoi cell of the dual lattice. As an example, con-
sider the square GKP code Gsq = (I2, (2),Vsq) [Eq. (56)].
Then, the symplectic products that determine the binned
logical operators simplify to

kT	m̄1 = −k2/
√

2, (B6a)

kT	(m̄1 + m̄2) = (k1 − k2)/
√

2, (B6b)

kT	m̄2 = k1/
√

2. (B6c)

Since the square Voronoi cell Vsq enforces k1, k2 ∈
(−2−3/2, 2−3/2], Eqs. (B6a) and (B6c) are guaranteed to
be between −1/4 and 1/4. As a result, the binned oper-
ators B(X̄sq) and B(Z̄sq) act as product operators X̂ ⊗ Î and
Ẑ ⊗ Î , since the second condition in the right-hand side of
Eq. (B5) is never satisfied. In contrast, there are values of

(a) (b)

FIG. 7. (a) Action of the binned logical Y operator B(Ȳsq)

on the square GKP qubit subsystem decomposition. Subsystem
basis states in the unshaded subsystem satisfy (k1 − k2)/

√
2 ∈

(−1/4, 1/4], and thus B(Ȳsq) acts as Ŷ ⊗ Î on these states. For
subsystem basis states in the shaded regions (k1 − k2)/

√
2 lies

outside (−1/4, 1/4] and B(Ȳsq) acts as −Ŷ ⊗ Î on these regions.

The displacement Ŵ
(

[−1, 1]T/(4
√

2)
)

(depicted by the arrow)
is the (equal) shortest displacement that causes a change in the
logical measurement outcome. (b) Action of the binned logical
Pauli operators B(P̄hex) on the hexagonal GKP qubit subsys-
tem decomposition (for P = X , Y, Z). Each binned Pauli operator
B(P̄hex) acts as −P̂ ⊗ Î in the corresponding shaded regions, and
as P̂ ⊗ Î elsewhere.

k1 and k2 inside the Voronoi cell for which Eq. (B6b) is out-
side the range (−1/4, 1/4], for example k1 = −1/(3

√
2),

k2 = 1/(3
√

2). In this region, B(Ȳsq) acts as −Ŷ ⊗ Î on
subsystem basis states as shown in Fig. 7(a).

Alternatively, one can understand this result as a con-
sequence of the logical phase gate S̄sq not being a tensor-
product operator. Since S̄sq maps −p̂ �→ q̂ − p̂ , we have
B(Ȳsq) = S̄sqB(X̄sq)S̄

†
sq. From Eq. (29) and using B(X̄sq) =

X̂ ⊗ Î , one can quickly show that B(Ȳsq) is not a tensor-
product operator in the subsystem decomposition, in agree-
ment with our direct calculation above.

Repeating the calculations in Eq. (B5) for the hexago-
nal GKP code reveals that none of the binned operators
B(X̄hex), B(Ȳhex), B(Z̄hex) are product operators, and there
are regions of the Voronoi cell in which each of them act
as negative Pauli operators, as shown in Fig. 7(b).

2. Logical state tomography with binned quadrature
measurements

A natural way to define a decoder is to use the binned
quadrature measurements to define a logical-state tomog-
raphy decoder that we label binned LST. For a CV state
ρ̂ ∈ L(H), the binned-LST decoder is defined by the map

ρ̂ �→ 1
2

(
Î + tr

(
B(X̄ )ρ̂

)
X̂ + tr

(
B(Ȳ)ρ̂

)
Ŷ + tr

(
B(Z̄)ρ̂

)
Ẑ
)
,

(B7)
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which is identical to the logical state one would obtain by
running a tomography experiment on the CV state using
the binned Pauli measurements.

Since the binned measurement operators are not tensor-
product operators in the subsystem decomposition, Eq.
(B7) is not equivalent to taking the partial trace over the
stabilizer subsystem. Instead, the partial trace itself can be
recovered by replacing the binned measurement operators
B(P̄) with ideal measurement operators P̄m = P̂ ⊗G Î for
P = X , Y, Z.

There are two consequences of this discrepancy between
the binned-LST and subsystem decomposition decoders.
First, for the square GKP code, if one starts in an ideal
codestate |ψ〉 ⊗ |0〉, the (nonunique) shortest displace-
ment that alters the binned-LST decoded state is Ŵmin =
Ŵ
(

[−1, 1]T/(4
√

2)
)

with length 1/4, see Fig. 7(a). In con-
trast, the shortest displacement that causes an error in the
subsystem decomposition has length 1/(2

√
2). This reduc-

tion in distance is not unique for the square code and is also
the case for the hexagonal code, as shown in Fig. 7(b).

Second, the logical error caused by Ŵmin to the binned-
LST decoded state is given by X̂ �→ X̂ , Ŷ �→ −Ŷ, Ẑ �→ Ẑ.
In terms of density matrices, this is a transpose map, a well-
known example of a positive but not completely positive
map. Recall that a map N is positive if it maps positive
operators to positive operators, and is completely positive
if I ⊗ N is positive where I is the identity map (acting on
a Hilbert space of any dimension).

To see an example of a positive density operator being
mapped to a negative operator under the binned-LST
decoding map we must therefore consider an initial state in
a composite Hilbert space, which we choose for simplicity
to be between a qubit space and a CV space C

2 ⊗ H. We
consider the initial Bell-like state

|φ〉 = 1√
2
(|0〉 ⊗ (|0〉 ⊗G |v0〉)+ |1〉 ⊗ (|1〉 ⊗G |v0〉))

∈ C
2 ⊗ H = C

2 ⊗ (C2 ⊗G S), (B8)

where v0 = [−1, 1]T/(3
√

2) is in the shaded region of Fig.
7(a), and the unlabeled tensor product ⊗ is the tensor
product between the C

2 qubit space and the CV space H
while the labeled tensor product ⊗G is the tensor product
between the square GKP logical subsystem C

2 and stabi-
lizer subsystem S of the CV space H. The initial density
operator can be equivalently written as

|φ〉 〈φ| = 1
2

⎡
⎢⎣

1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1

⎤
⎥⎦⊗G |v0〉 〈v0|

∈ L(C4)⊗G L(S) ∼= L(C2 ⊗ H), (B9)

where we have represented the qubit state and the logical
state of the CV mode together in the matrix.

Next, we perform binned LST on the CV space while
leaving the qubit state invariant. Since the binned-LST
decoder maps the CV Hilbert space H to a qubit space C

2,
the initial density matrix |φ〉 〈φ| ∈ L(C2 ⊗ H) is mapped
to a two-qubit operator Ô ∈ L(C4). Since v0 is in the
shaded region of Fig. 7(a), performing logical tomography
maps Ŷ �→ −Ŷ on the logical subsystem of H, while leav-
ing the remaining logical subsystem Pauli operators and
qubit Pauli operators invariant. This is equivalent to taking
the transpose of each 2 × 2 block of the matrix in Eq. (B9).
The final operator

Ô = 1
2

⎡
⎢⎢⎢⎣

(
1 0
0 0

)
T

(
0 1
0 0

)
T

(
0 0
1 0

)
T

(
0 0
0 1

)
T

⎤
⎥⎥⎥⎦ = 1

2

⎡
⎢⎢⎣

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

⎤
⎥⎥⎦

(B10)

has a −1 eigenvector [0, 1, −1, 0]T, and thus Ô is not posi-
tive and cannot represent a physical state. Since the tensor
product of binned LST with the identity map has mapped
a positive density operator |φ〉 〈φ| to a nonpositive opera-
tor Ô, binned LST is not a completely positive map. We
note that this example is in essence the same as the well-
known example that demonstrates the transpose map is not
completely positive.

To conclude this section, we note that the binned-LST
map can be tweaked to be made CPTP by replacing
the binned Pauli operators B(P̄) with ideal Pauli mea-
surement operators P̂m = P̂ ⊗G Î . These operators can be
measured by applying a round of ideal error correction
(which guarantees k = 0) followed by a standard binned
Pauli measurement. Logical-state tomography using these
operators would, by definition, be equivalent to the partial-
trace operation over the stabilizer subsystem. However, we
note that such ideal measurements are not possible in prac-
tice since they involve the preparation of an ideal GKP
codestate to perform ideal error correction.

APPENDIX C: ANALYTICAL FORMULA FOR
THE PARTIAL TRACE OF APPROXIMATE

SQUARE GKP STATE

In this Appendix we write the explicit analytical formula
for the partial trace of a square approximate GKP codestate
|ψ̄�〉 ∝ e−�2â†â |ψ̄〉, as discussed in Sec. II. We start with
the square subsystem decomposition of the approximate
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codestate

|ψ̄�〉 ∝
∑

s∈Z2

P̂(s) |ψ〉 ⊗
∫

V
d2v e

− π
2 coth

(
�2
2

)
|v+s/

√
2|2

eiπvT	s/
√

2 |v〉 , (21)

where P̂(s) = eiπs1s2/2X̂ s1 Ẑs2 , V = (−2−3/2, 2−3/2]2, and
we have written |v〉 = |v1, v2〉. We calculate the partial
trace by first writing the density operator

|ψ̄�〉 〈ψ̄�| ∝
∑

s,t∈Z2

P̂(s) |ψ〉 〈ψ | P̂(t)

⊗
∫∫

V
d2vd2w f�(v, s)f�(w, t)∗ |v〉 〈w| , (C1)

where we have written

f�(v, s) = e
− π

2 coth
(
�2
2

)
|v+s/

√
2|2

eiπvT	s/
√

2. (C2)

Then, the partial trace is given by

trS
(|ψ̄�〉 〈ψ̄�|) ∝

∑

s,t∈Z2

I�s,tP̂(s) |ψ〉 〈ψ | P̂(t), (22)

where the coefficients Is,t are

I�s,t =
∫

V
d2v f�(v, s)f�(v, t)∗ (C3)

= 1
4

tanh
(
�2

2

)
exp

(
−π

4
coth(�2)|s − t|2 + i

π

2
sT	t

)

× (g�(s1 + t1 − 1, t2 − s2)− g�(s1 + t1 + 1, t2 − s2))

× (g�(s2 + t2 − 1, s1 − t1)− g�(s2 + t2 + 1, s1 − t1)),
(C4)

where

g�(x, y) = erf
(√

π

8

(
x
√

coth(�2/2)+ iy
√

tanh(�2/2)
))

.

(C5)

We use this expression to produce Fig. 2, which shows
the location of the partial-trace approximate codestate on
the Bloch sphere, by truncating the sum in Eq. (22) to
s1, s2, t1, t2 = −2, −1, 0, 1, 2. We also note that similar ana-
lytical expressions can be obtained for the logical noise
channels considered in Secs. VII B–VII D, although these
expressions are best obtained using a symbolic package
such as Mathematica.

APPENDIX D: EXAMPLE: n-MODE REPETITION
CODE

For illustrative purposes, in this Appendix we present
the stabilizer subsystem decomposition of the n-mode rect-
angular GKP-repetition qubit code (which we simply refer
to as the GKP-repetition code). We describe the structure
of the GKP lattice �rep and dual lattice �̄rep, and their
relationship to the parameters (
rep, drep). We focus on the
three-mode GKP-repetition code since each of the lattices
and primitive cells is a direct sum of two 3D lattices in the
position and momentum quadratures, allowing for conve-
nient visualization. We present the Voronoi cell of �̄rep,
and describe the cell transformation between the Voronoi
cell of the GKP-repetition code and the primitive cell that
corresponds to a “concatenated” decoder, and find that the
Voronoi cell has an improved distance compared to the
concatenated decoding cell. Moreover, the GKP-repetition
code can be tuned such that the distance in position and in
momentum is the same, symmetrizing the effect of noise
on the code. Although we are not suggesting that quan-
tum computing with the GKP-repetition code is an optimal
strategy (see Ref. [36,38] for other multimode GKP codes),
it does provide a neat illustration of how the bosonic nature
of multimode GKP codes can be leveraged to enhance
GKP-qubit code concatenations.

The GKP-repetition code is defined as follows. We start
with the single-mode rectangular GKP qubit code Grect,
which has stabilizer generators Ŝ1 = Ŵ(

√
2α, 0) and Ŝ2 =

Ŵ(0,
√

2/α), and parameters

Grect = (diag(α, 1/α), (2),Vrect) , (D1a)

Vrect = (−α × 2−3/2,α × 2−3/2]× (−2−3/2/α, 2−3/2/α
]

,
(D1b)

for α > 0. Then, we obtain the GKP-repetition code by
taking n copies of the Grep,α and promoting the operators
Z̄j Z̄j +1 to stabilizers, where we have written Z̄j for the log-
ical Z̄ operator of the j th mode. The GKP-repetition code
logical operators are given in terms of the rectangular GKP
logical operators by X̄rep = X̄1X̄2 . . . X̄n and Z̄rep = Z̄1.

There are many ways to obtain the parameters
(
rep, drep) of the GKP-repetition code, but one convenient
way is via the encoding circuit in Fig. 8. Here, we have
set n = 3 for convenience, although our results general-
ize to arbitrary n. In this circuit, we start with a square
GKP qubit codestate |ψ̄〉sq in the first mode, and square
GKP qubit zero states |0̄〉sq on the second and third modes.
The square GKP zero states can equivalently be seen as
qunaught states of a rectangular α = √

2 GKP qunaught
code. Next, we apply the Gaussian operator

Ûrect = exp
(

− ilnα
2
(
q̂p̂ + p̂ q̂

))
, Srect = diag(α, 1/α),

(D2)
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|ψ̄〉sq Ûrect

|ψ̄〉rep|0̄〉sq Ûrect

|0̄〉sq Ûrect

FIG. 8. Encoding circuit for the three-mode GKP-repetition
code. The first mode is initialized in a square GKP qubit state
|ψ̄〉sq, while the second and third modes are initialized in the
square GKP 0 state |0̄〉sq. Then, each square GKP state is
squeezed via Ûrect, resulting in a rectangular GKP state. Finally,
the rectangular GKP codestates are encoded in a repetition code
via two logical controlled NOT gates, resulting in a three-mode
GKP-repetition codestate.

to each mode, where Srect is the symplectic matrix corre-
sponding to Ûrect. After applying Eq. (D2), each state is
encoded in a rectangular GKP qubit codestate given by
α. Finally, we apply logical controlled NOT gates between
first and second and the first and third modes, where each
logical controlled NOT gate is a Gaussian unitary given by

ÛCNOT = exp
(−iq̂ ⊗ p̂

)
, SCNOT =

⎡
⎢⎣

1 0 0 0
1 1 0 0
0 0 1 −1
0 0 0 1

⎤
⎥⎦.

(D3)

By comparison with Fig. 3, we can take the product of the
symplectic matrices in the encoding circuit from the initial
square states, Eqs. (D2) and (D3) to obtain


rep =
[

q 0
0 
p

]
, (D4a)


q = α

⎡
⎣

1 0 0
1

√
2 0

1 0
√

2

⎤
⎦ , (D4b)


p = 1
α

⎡
⎣

1 −1/
√

2 −1/
√

2
0 1/

√
2 0

0 0 1/
√

2

⎤
⎦ . (D4c)

The block-diagonal form of 
rep represents the fact that
the GKP-repetition code is “CSS” in the sense that each
stabilizer generator translates either position quadratures
or momentum quadratures, but not both.

Since the GKP-repetition code encodes a single qubit,
we have drep = (2, 1, 1), which coincides with the dimen-
sions of the initial encoded states in Fig. 8. The GKP lattice

and dual-lattice generators are given by

mJ = d1/2
J (mod n) (
rep)J , m̄J = d−1/2

J (mod n) (
rep)J , (D5)

where (
rep)J is the J th column of 
rep. Note that from
Eq. (39) we have

Ŵ(m̄1) = X̄rep, Ŵ(m̄4) = Z̄rep, (D6)

while the remaining displacements of dual-lattice gener-
ators Ŵ(m̄2) = Ŵ(m̄3) = Ŵ(m̄5) = Ŵ(m̄6) all represent
logical identity gates (i.e., stabilizers) since the qunaught
Pauli operators trivially equal X(1) = Z(1) = [1] by Eq.
(30).

Since the three-mode repetition code is CSS, we can
illustrate the GKP lattice �rep = �q ⊕�p and dual lattice
�̄rep = �̄q ⊕ �̄p in the position and momentum sectors as
3D lattices as shown in Fig. 9. �q is a cubic lattice with
spacing

√
2α, coinciding with the single-mode rectangular

GKP Ŝ1 stabilizers.�p is a face-centered cubic lattice with
spacing

√
2/α, where the cubic lattice points correspond to

single-mode rectangular GKP Ŝ2 stabilizers while the face-
centered lattice points correspond to stabilizers of the type
Z̄j Z̄j ′ . For the dual lattice, �̄p is a cubic lattice with spacing
1/(

√
2α) since the GKP-repetition code logical Z̄rep can

be implemented with a single-mode rectangular Z̄j on any
of the modes. Finally, �̄q is a body-centered cubic lattice
with spacing

√
2α where the body-centered lattice points

correspond to logical X̄ operators.
The Voronoi cell Vrep of the dual lattice �̄rep also has

a CSS structure and can be split into Voronoi cells Vq of
�̄q and Vp of �̄p . Since �̄p is a cubic lattice, Vp is a
cube with side length 1/(

√
2α), and thus the shortest dis-

placement that causes a logical error has length 1/(2
√

2α).
As a result, the GKP-repetition code offers no additional
protection against shifts in momentum compared to the
single-mode rectangular GKP code.

In contrast, the Voronoi cell Vq of the body-centered
cubic lattice is a truncated octahedron, as illustrated in
Figs. 10(a) and 10(b). Vq has boundaries corresponding to
both logical X̂ errors (for each hexagonal face) and logical
Î operators (for each square face). The shortest displace-
ment that causes a logical X̄ error has length

√
3α/(2

√
2),

an improvement over the single-mode rectangular GKP
code by a factor of

√
3. It is therefore natural to choose

α = 3−1/4 (α = n−1/4 in general) to equalize the logical
distance in momentum and in position. This can be inter-
preted as choosing α to bias the noise of the single-mode
rectangular GKP code to compensate for the fact that the
repetition code provides additional protection only against
shifts in position.

It is interesting to compare the Voronoi cell Vq to the
primitive cell Pconcat corresponding to a “concatenated”
error-correction procedure, which we define as follows:
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(a) (b)

(c) (d)

FIG. 9. The GKP-repetition code lattice �rep = �q ⊕�p and
dual lattice �̄rep = �̄q ⊕ �̄p . In (a),(c), each dimension repre-
sents a position operator on each mode, while in (b),(d) each
dimension represents a momentum operator. We have shown a
cell of side length

√
2α [for (a),(c)] or

√
2/α [for (b),(d)], since

the lattices extend to infinity in all directions. The lattice gen-
erators mJ and dual-lattice generators m̄J are shown in yellow;
m5, m6, m̄5, and m̄6 have been displaced from the origin for
display purposes. �q and �̄p are cubic lattices, while �p is
a face-centered cubic lattice and �̄q is a body-centered cubic
lattice.

(a) First, perform a round of error correction on each
single-mode rectangular GKP codestate.

(b) Then, measure the repetition code stabilizers Z̄1Z̄2
and Z̄1Z̄3, which take values ±1 since each single-
mode GKP state is in the codespace.

(c) Finally, perform the correction X̄ †
1 , X̄ †

2 , or X̄ †
3 based

on the syndrome from the repetition code stabilizers,
returning the state to the GKP-repetition codespace.

The corresponding primitive cell is identical to Vp in
the momentum sector, while in the position sector it is
given by Pconcat, see Fig. 10(c). The shortest displacement
outside of Pconcat has length α/(2

√
2); however, this dis-

placement does not correspond to a logical error since it
crosses a Î boundary. Indeed, using Eq. (66) we can per-
form a cell transformation Pconcat �→ P ′ [Fig. 10(d)] along
each of the Î boundaries such that the cell transforma-
tion does not affect the logical subsystem. The shortest
displacement outside of P ′ has length α/2 and this time
corresponds to a logical X̂ error. This is a factor of

√
3/2

(a) (b)

(c) (d)

FIG. 10. Primitive cells of the position sector of the dual lat-
tice, �̄q. (a) The Voronoi cell Vq of the body-centered cubic
lattice is a truncated octahedron. In the stabilizer subsystem
decomposition, each face is associated with either an Î boundary
or a X̂ boundary; as shown in (b) these correspond to the square
and hexagonal faces, respectively. (c) The primitive cell Pconcat
corresponding to a “concatenated” decoder. (d) After perform-
ing a cell transformation that acts only along Î boundaries, the
symmetric primitive cell P ′ is obtained. The subsystem decom-
positions associated with Pconcat and P contain identical logical
information. The shortest displacement leading to a logical error
is longer for the Voronoi cell Vq than Pconcat or P ′.

shorter than the corresponding distance of the Voronoi cell
Vq (in general, this factor is

√
2n/(n + 1) for any odd n).

One could perform a second cell transformation P ′ �→ Vq,
but this would require translations along X̂ boundaries,
altering the information in the logical subsystem.

APPENDIX E: DECOMPOSING STATES INTO ⊗G

In this Appendix, we present the explicit formula for
the decomposition of an arbitrary state |φ〉 ∈ H into an
arbitrary subsystem decomposition ⊗G in terms of the
wave function q 〈x|Û†


|φ〉, as discussed in Sec. V E. This
is equivalent to calculating the overlap

(〈μ| ⊗G 〈k|) |φ〉 = (
,d) 〈μ, k|φ〉 (73)

for k ∈ P . We continue the derivation from

Û
 eiπ �̄(μ)T	k
∣∣
−1

(
k + �̄(μ)

) 〉
Z√

d
. (75)
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Next, we find the position representation of a multimode
Zak state |k〉Z√

d
by applying Eqs. (36) to (8):

|k〉Z√
d

= 4
√
(2π)nd eiπ kq·kp

∑
s∈Zn

e2iπ(
√

Ds)·kp

× ∣∣√2π
(

kq +
√

Ds
) 〉

q, (E1)

where d = d1 × · · · × dn, D = diag(d), kq = [k1, . . . , kn]T,
kp = [kn+1, . . . , k2n]T, “·” represents the dot product
between two vectors in R

n, and |x〉q = |x1〉q ⊗ · · · ⊗ |xn〉q.
Applying this to Eq. (75), we obtain the equation, giving

(〈μ| ⊗G 〈k|) |φ〉 = 4
√
(2π)nd e−iπ �̄(μ)T	ke−iπ k̃q·k̃p

∑
s∈Zn

(
e−2iπ(

√
Ds)·k̃p

× q

〈√
2π
(

k̃q +
√

Ds
) ∣∣Û−1




∣∣φ〉
)

,

(E2)

where we have written k̃ = 
−1
(

k + �̄(μ)
)

, concluding
the derivation.

APPENDIX F: CHARACTERISTIC FUNCTION OF
GAUSSIAN CHANNELS

Here, we present analytic expressions for the charac-
teristic function of an arbitrary Gaussian unitary operator
ÛS [Eq. (F8)] and an arbitrary Gaussian channel ET,N [Eq.
(F24)] that depend only on the matrices S, T, N that define
the Gaussian operator or channel (as described below). In
doing so, we will also derive the characteristic function of
the envelope operator, and the loss and dephasing noise
channels discussed in Sec. VII.

To begin, we recall some basic properties of the charac-
teristic function of operators and channels, written with our
chosen scaling of the displacement operators Ŵ(v). The
characteristic function of an arbitrary operator Ô is given
by [51]

c(v) = tr
(

ÔŴ(v)†
)

, (F1)

and satisfies

Ô =
∫

d2nv c(v)Ŵ(v), (F2)

where all integrals in this section are over R
2n. It follows

from this definition that when an operator is conjugated
by a Gaussian unitary via Ô �→ ÛSÔÛ†

S, its characteristic
function transforms as

c(v) �→ c(S−1v). (F3)

Moreover, when Eq. (F1) is applied to a density operator
ρ̂, tr(ρ̂) = 1 implies c(0) = 1 and ρ̂ = ρ̂† implies c(−v) =

c(v)∗. Alternatively, when Eq. (F1) is applied to a unitary
operator Û, Û†Û = Î implies

∫
d2nv c(u + v)c(v)∗e−iπuT	v = δ2n(u). (F4)

We define the characteristic function of a quantum channel
E such that it satisfies the property [44]

E(ρ̂) =
∫∫

d2nu d2nv c(u, v)Ŵ(u)ρ̂Ŵ(v)†, (83)

which is analogous to Eq. (F2). Then, the Hermitivity of
E(ρ̂) implies c(u, v) = c(v, u)∗, and tr(E(ρ̂)) = 1 implies

∫
d2nv c(u + v, v)e−iπuT	v = δ2n(u). (F5)

One way to obtain the characteristic function c of an
arbitrary quantum map is from its Kraus decomposition
E(ρ̂) = ∑

i Êiρ̂Ê†
i , in which case we have [44]

c(u, v) =
∑

i

ci(u)ci(v)∗, ci(u) = tr
(

ÊiŴ(u)†
)

. (F6)

Alternatively, we can use the characteristic function of
the Liouville superoperator representation of the map Ê =∑

i Êi ⊗ Ê∗
i ∈ L(H ⊗ H∗) (where ∗ here indicates com-

plex conjugation in the Fock basis), in which case we
have

c
([

uq
up

]
,
[

vq
vp

])
= tr

(
Ê Ŵ

([
uq
up

])†

⊗ Ŵ
([

vq
−vp

])† )
,

(F7)

where uq, up , vq, vp ∈ R
n. Due to the uniqueness of the

Liouville representation Ê , it is now clear that c(u, v) does
not depend on the Kraus decomposition of E . We note that
the minus sign −vp in Eq. (F7) arises from the fact that
the complex conjugate of p̂ in the Fock basis is p̂∗ = −p̂ .
Although Eqs. (F6) and (F7) provide a general procedure
to calculate the characteristic function of E , in Sec. F 2 we
will use a different strategy that leverages the Gaussianity
of the channel.

Having reviewed these basic facts, we present and prove
the characteristic function of Gaussian unitary operators
and Gaussian channels in the following two subsections.
Our proof strategy will be to verify the action of the char-
acteristic function of the operator or channel on the char-
acteristic function of states that they act upon. Then, we
calculate the characteristic function of example operators
and channels that were used in Sec. VII.
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1. Gaussian unitary operators

First, we show the following:

The characteristic function of a Gaussian unitary ÛS
is given by

cS(v) = tr
(

ÛSŴ(v)†
)

= exp(iπvTMv)√|det(S − I)| , (F8a)

M = 1
2
	(S + I)(S − I)−1, (F8b)

assuming (S − I) is invertible.

Note that it follows from S being symplectic that M is
symmetric.

Proof.—We show this by proving the condition Eq. (F3).
In particular, for any state ρ̂ with characteristic function
cρ(v), we show that
∫∫∫

d2nud2nvd2nw cρ(u)cS(v)cS(w)∗Ŵ(v)Ŵ(u)Ŵ(w)†

=
∫

d2nu cρ(S−1u)Ŵ(u), (F9)

where we note that Eq. (F9) is equal to ÛSρ̂Û†
S.

Using the proposed characteristic function of ÛS in Eq.
(F8), the left-hand side of Eq. (F9) becomes

∫∫∫
d2nud2nvd2nw
|det(S − I)| cρ(u) exp

(
iπ(vTMv − wTMw)

)

× Ŵ(v)Ŵ(u)Ŵ(w)†. (F10)

Next, we combine the three displacements via

Ŵ(v)Ŵ(u)Ŵ(w)† = eiπ(uT	v+uT	w+vT	w)Ŵ(u + v − w)
(F11)

and perform a change of variables u �→ u − v, v �→ v + w,
w �→ w, giving

1
|det(S − I)|

∫
d2nu Ŵ(u)

∫
d2nv c(u − v)

× exp
(
iπ(vTMv + uT	v)

)

×
∫

d2nw exp
(
2iπ

(
vT(M −	/2)+ uT	

)
w
)

,

(F12)
where we have also used M = M T. Next, we integrate over
w, giving

∫
d2nw exp

(
2iπ

(
vT(M −	/2)+ uT	

)
w
)

= δ2n ((M +	/2)v −	u) , (F13)

where we have used 	 = −	T. Applying the identity
δ2n(Mv) = δ2n(v)/| det M | allows us to simplify Eq. (F13)
to

δ2n (v − (M +	/2)−1	u
)
/| det(M +	/2)|. (F14)

It follows from Eq. (F8b) that M +	/2 = 	S(S − I)−1

and thus det(M +	/2) = 1/ det(S − I), since det S = 1
is guaranteed by S being symplectic. Moreover, (M +
	/2)−1	 = I − S−1. Substituting Eqs. (F14) into (F12)
gives

∫
d2nu Ŵ(u)

(∫
d2nv cρ(u − v) exp

(
iπ(vTMv + uT	v)

)
δ2n (v − (I − S−1)u

))

=
∫

d2nu Ŵ(u)cρ(S−1u) exp
(

iπuT (	(I − S−1)+ (I − S−1)TM (I − S−1)
)

u
)

. (F15)

The remaining exponent can be shown to be 0 again
from the definition of Eq. (F8b). Thus, we have shown Eq.
(F9), and proven that the characteristic function of ÛS is
given by Eq. (F8). �

It is worth noting at this point a subtlety regarding the
phase of the unitary operator ÛS. The definition of ÛS in
Eq. (37) defines ÛS only up to an overall phase eiθ . Con-
sequently, our expression Eq. (F8) for the characteristic
function of ÛS applies only for the representative of ÛS

with Arg
(

tr(ÛS)
)

= 0. Nevertheless, this is typically of
little consequence, since the overall phase of the unitary
operator does not affect the state of the system.

As an example, consider the single-mode rotation oper-
ator

ÛR(θ) = −i exp
(

iθ
(
â†â + 1/2

) )
, (F16a)
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R(θ) =
[

cos θ − sin θ
sin θ cos θ

]
, (F16b)

with θ ∈ (0, 2π). Note that the phase of ÛR(θ) is cho-

sen such that Arg
(

tr(ÛR(θ))
)

= 0, which can be verified
by inserting a coherent state resolution of the identity.
Applying Eq. (F8) gives

M = 1
2
	(R(θ)+ I)(R(θ)− I)−1

= −1
2

cot(θ/2)I , (F17a)

det (R(θ)− I) = 4 sin2(θ/2), (F17b)

and therefore

ÛR(θ) = 1
2 sin(θ/2)

∫
d2v exp

(
− iπ

2
cot(θ/2)|v|2

)
Ŵ(v).

(F18)

Equation (F18) is used directly to calculate the character-
istic function of white-noise dephasing in Eqs. (102) and
(103). One can also obtain the characteristic function of
the operator exp(iθ â†â) simply by multiplying Eq. (F18)
by i exp(−iθ/2), giving

eiθ â†â = 1
1 − eiθ

∫
d2v exp

(
− iπ

2
cot(θ/2)|v|2

)
Ŵ(v).

(F19)

From Eq. (F19), we can obtain the characteristic function
of the envelope operator e−�2â†â by substituting θ �→ i�2,
giving

e−�2â†â = 1
1 − e−�2

∫
d2v exp

(
− π

2
coth(�2/2)|v|2

)

× Ŵ(v), (F20)

as was used in Eqs. (20) and (93).
In the case where (S − I) is not invertible, one can

instead find a product of two symplectic matrices S1S2 = S
for which S1 − I and S2 − I are both invertible and find
the characteristic functions of the Gaussian unitary oper-
ators ÛS1 and ÛS2 separately. Then, one can use Eq. (84)
to find the characteristic function of the overall unitary
operator ÛS. However in these specific cases it may be
easier to calculate the trace tr

(
ÛSŴ(v)†

)
directly. Intu-

itively, 0 eigenvalues of S − I correspond to δ functions
in the corresponding characteristic function. For example,
in the extreme case S = I we trivially have tr

(
Î Ŵ(v)†

)
=

δ2n(v).

2. Gaussian channels

The proof and result from Sec. F 1 can be extended
naturally to obtain the characteristic function of Gaussian
channels, as we discuss below. Before doing so, we define
a Gaussian channel N in the context of Gaussian quantum
computing [51].

First, a Gaussian state ρ̂ is any state whose characteristic
function takes the form

cμ,V(v) = exp
(

− πvT (	V	T) v − iπ(	μ)Tv
)

, (F21)

where μ is the vector of expectation values μi = 〈ξ̂i〉 and
V is the (symmetric) matrix of second-order expectation
values with elements Vij = 〈ξ̂iξ̂j + ξ̂j ξ̂i〉/2. Then, a Gaus-
sian channel is any quantum channel E that maps Gaussian
states to Gaussian states. In particular, a Gaussian channel
can be described by two matrices T and N and a vector d,
that transforms [52]

V �→ TVTT + N , μ �→ Tμ + d. (F22)

In the remaining discussion, we will notate ET,N for a Gaus-
sian channel with d = 0. We have set d = 0 here since any
channel with nonzero d can be achieved by applying the
channel ET,N followed by a displacement Ŵ(d/

√
2π). In

the special case where we also have N = 0, the Gaussian
channel corresponds to conjugation by a Gaussian uni-
tary ÛS where T = S. It is known that Gaussian channels
transform the characteristic function of arbitrary (not just
Gaussian) states via [52]

c(v) �→ exp
(−πvT	N	Tv

)
c(	TT	Tv), (F23)

which provides a generalization of Eq. (F3) to Gaussian
channels.

Now, we present our main result. The characteris-
tic function of a Gaussian channel ET,N is given by

cT,N (u, v) = 1
|det(T − I)| exp

(
2iπuTMav + iπ(uTMsu

− vTMsv)− π(u − v)TL(u − v)
)

,

(F24a)

L = 	(T − I)−1N (T − I)−T	T, (F24b)

M = 	

2
(T + I)(T − I)−1, (F24c)

assuming (T − I) is invertible, and where Ms =
(M + M T)/2 is the symmetric part of M and Ma =
(M − M T)/2 the antisymmetric part.
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Proof.—The proof of Eq. (F24) follows a similar strat-
egy as in Sec. F 1, in that we wish to show that Eq. (F24)
satisfies Eq. (F23). In particular, we show that for any
density matrix ρ̂ with characteristic function cρ(v), we
have
∫∫∫

d2nud2nvd2nwcρ(u)cT,N (v, w)Ŵ(v)Ŵ(u)Ŵ(w)†

=
∫

d2nu e−πuT	N	Tucρ(	TT	Tu)Ŵ(u), (F25)

which is equal to ET,N (ρ̂).
Starting with the left-hand side of Eq. (F25), we sub-

stitute the proposed characteristic function of ET,N in Eq.
(F24), combine the three displacement operators using
Eq. (F11), and perform a change of variables u �→ u − v,
v �→ v/2 + w, w �→ w − v/2 (which has unit Jacobean

determinant), giving

1
|det(T − I)|

∫
d2nu Ŵ(u)

∫
d2nv cρ(u − v) exp(−πvTLv)

×
∫

d2nw exp
(

2iπ
(
vT(M −	/2)+ uT	

)
w
)

,

(F26)

where we have used M = Ms + Ma. Performing the inte-
gral over w gives

δ2n ((M −	/2)Tv −	u
) = δ2n

(
v − (M −	/2)−T	u

)

|det(M −	/2)| .

(F27)

Now, from Eq. (F24c), we have that M −	/2 = 	(T − I)−1 and thus det(M −	/2) = 1/det(T − I). Substituting
Eq. (F27) into Eq. (F26) and integrating over v gives

∫
d2nu Ŵ(u)

(∫
d2nvcρ(u − v) exp(−πvTLv)δ2n

(
v − (

I −	TT	T)u
))

=
∫

d2nu Ŵ(u) cρ
(
	TT	Tu

)
exp

(−πuT	T(T − I)	TL	(T − I)T	u
)

, (F28)

which yields the right-hand side of Eq. (F25) upon substi-
tuting Eq. (F24b). �

Finally, as an example, consider Gaussian channels
where T = τ I and N = νI are proportional to the identity
matrix (with τ �= 1). Then, Eq. (F24) simplifies to

cτ I ,νI (u, v) = 1
(τ − 1)2n exp

(
−π ν

(τ − 1)2
|u − v|2

+iπ
τ + 1
τ − 1

uT	v
)

, (F29)

where n is the number of modes in the system. In fact, some
of the most well-studied Gaussian channels take this form.
For example, loss, defined in Eqs. (95) or (97), is given by
τ = √

1 − γ and ν = γ /2, resulting in the characteristic
function Eq. (96). Quantum-limited amplification, defined
in Eq. (101), is given by τ = √

g and ν = (g − 1)/2.
Composing the characteristic functions of quantum lim-
ited amplification and loss via Eq. (84) and setting g =
1/(1 − γ ) as in Eq. (100) results in the characteristic func-
tion of the Gaussian random displacement noise model Eq.
(98), which has τ = 1 and ν = σ 2 = γ /(1 − γ ) and thus
cannot be directly calculated using Eq. (F24).

APPENDIX G: ORTHONORMALIZATION
PROCEDURE

In this Appendix, we present the derivation of the pro-
cedure to orthonormalize the codewords of a single-mode
GKP qubit code. In particular, we are interested in a logi-
cal noise channel in which the approximate codestates are
defined by the envelope operator e−�2â†â, i.e.,

NL(ρ̂) = trS

(
N2 ◦ J [e−�2â†â]

(
ρ̂ ⊗G |0〉 〈0|)

)
, (G1)

where J [Ô]ρ̂ = Ôρ̂Ô† and N2 is a (CPTP) noise channel
such as loss or dephasing.

Since e−�2â†â is nonunitary, the overall logical noise
channel is completely positive (CP) but not trace preserv-
ing (TP). However, in order to define a valid quantum
channel, one can orthogonalize the approximate code-
words e−�2â†â |0̄〉 and e−�2â†â |1̄〉 (where |ψ̄〉 = |ψ〉 ⊗G
|0〉) via the equation

[|0̄�,o〉
|1̄�,o〉

]
= C(�)

[
e−�2â†â |0̄〉
e−�2â†â |1̄〉

]
, (G2)
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where

C(�) =
[

R+/(2N0) e−iφR−/(2N1)

eiφR−/(2N0) R+/(2N1)

]
, (G3a)

Nμ = ‖e−�2â†â |μ̄〉 ‖, (G3b)

R± = 1√
1 + R

± 1√
1 − R

, (G3c)

R =
∣∣ 〈0̄| e−2�2â†â |1̄〉 ∣∣

N0N1
, (G3d)

φ = arg
(
〈0| e−2�2â†â |1〉

)
. (G3e)

This orthogonalization procedure is equivalent to the
Löwdin orthogonalization [53], which orthogonalizes the
codewords symmetrically.

Conveniently, the inner products 〈μ̄| e−2�2â†â |ν̄〉 that
define the orthonormalization can be obtained solely from
the logical envelope channel E�L [i.e., the map in Eq. (G1)
with N2 set to the identity] via

tr(E�L |ν〉 〈μ|) = trL
(

trS
(
J [e−�2â†â] |ν̄〉 〈μ̄|

))

= 〈μ̄| e−2�2â†â |ν̄〉 , (G4)

since tracing over the stabilizer subsystem followed by the
logical subsystem is equivalent to the total trace over the
entire mode.

To apply this to the original problem of defining a
CPTP logical noise map, we use the orthonormaliza-
tion matrix C(�) given in Eq. (G3) such that |ψ̄�,o〉 =
e−�2â†âC(�) |ψ̄〉. Thus, we can define a CPTP map
NL,o = NL ◦ J [C(�)]. This resulting CPTP logical noise
map NL,o is identical to the non-trace-preserving map NL
but with the codewords orthonormalized, as required.

Since we use this orthonormalization procedure to
define the CPTP logical noise channel NL,o, it is impor-
tant to consider the effect this has on our results. In Fig. 11,
we present the state fidelity 〈ψ | trS

(|ψ̄�,(o)〉 〈ψ̄�,(o)|
) |ψ〉

between the decoded approximate codestates with the logi-
cal states they represent. The orthonormalized approximate
codestates are orthonormalized via the above procedure,
while the nonorthonormalized states are simply normal-
ized by dividing by

∣∣ 〈ψ̄�|ψ̄�〉 ∣∣2. Importantly, the effect
of the orthonormalization procedure is negligible for any
states with average photon number greater than roughly
1.5 (or �dB > 6), demonstrating that our procedure does
not significantly affect our results in the regime of interest.
In Fig. 11 we show only |ψ〉 = |0〉 , |1〉, but similar results
can also be obtained for other logical states.

0 1 2 3 4 5
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orth
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FIG. 11. Comparison between the orthonormalized and
nonorthonormalized logical noise maps acting on the compu-
tational basis states |ψ〉 = |0〉 , |1〉. We plot the state infidelity
1 − 〈ψ | E(|ψ〉 〈ψ |) |ψ〉, where E is the logical noise map corre-
sponding to the envelope operator e−�2â† â, against the average
photon number n̄ ≈ 1/(2�2)− 1/2, which is calculated numer-
ically using n̄ = (〈0̄�| â†â |0̄�〉 + 〈1̄�| â†â |1̄�〉) /2. When we
orthonormalize the codestates as described in Appendix G, the
state infidelity is lower than the nonorthonormalized codestates,
although this difference is only noticeable for very low average
photon number n̄ ≤ 1.5, �dB ≤ 6. Note also that the infidelity
for the |1〉 state is larger than that for the |0〉 state because the
bosonic states |ψ̄�〉 tend to the vacuum state as n̄ → 0, which,
after the partial trace is applied, has a lower overlap with the
qubit state |1〉 than |0〉.

APPENDIX H: ENVELOPE OPERATOR
SIMULATIONS AS � → 0

In this Appendix we briefly discuss the utility of our
simulations in the ideal limit � → 0. In particular, our
simulations of the envelope operator, loss, and Gaussian
displacements for the square GKP code are all analytic. As
long as the error rate is sufficiently low, one can truncate
each of the sums in Eq. (88) to si, ti = −1, 0, 1 to retain
only the leading-order sources of error. Then, the simula-
tions can be run for arbitrarily squeezed states by simply
evaluating each analytic expression for the integral and
adding the relevant terms to the superoperator E�. Follow-
ing this, we again use Appendix G to calculate E�o from
E�, and then we can directly extract the average gate infi-
delity. The runtime of this procedure is limited only by the
analytic evaluation of the expressions for the superopera-
tor with large enough precision to reach the extremely low
infidelities.

As a proof of principle, in Fig. 12 we present the average
gate infidelities of an approximate GKP codestate with no
other noise, and an approximate GKP codestate with a loss
rate of γ = 0.1%, up to an average GKP photon number of
approximately 600 (� ≈ 0.029,�dB ≈ 30.8). At this level
of squeezing, Fock space simulations would require a trun-
cation dimension, which excludes at most approximately
10−400 of the total support of the state so that the leading
source of error in the simulation is due to the approximate

010331-34



STABILIZER SUBSYSTEM DECOMPOSITIONS. . . PRX QUANTUM 5, 010331 (2024)

0 200 400 600n̄

10−400

10−300

10−200

10−100

100

av
er

ag
e

ga
te

in
fid

el
it
y

γ = 0

γ = 0.1 %

4 20 24 26 28 30
ΔdB

FIG. 12. Average gate infidelity of the logical noise chan-
nel (Lγ ◦ E�)L,o corresponding to loss applied to approximate
single-mode square GKP qubit codestates. We show two differ-
ent values of loss given by γ = 0, 0.1%, and show the plot as
a function of �, where n̄ ≈ (1/2�2)− 1

2 is the average pho-
ton number of the approximate GKP encoded maximally mixed
state. This demonstrates that our methods can be applied eas-
ily to approximate GKP codestates with comically large average
photon number.

GKP codestate. Moreover, the variance in the photon-
number distribution of the approximate GKP codestate is
also roughly 600, rendering Fock space simulations com-
pletely infeasible. While the γ = 0 curve has a well-known
approximate analytic expression, which tends to being
exact as � → 0, it is less clear how one would determine
a similar analytic expression for the infidelity associated
with γ = 0.1%, particularly in the region around n̄ ≈ 600
as the curve reaches the optimal �. Although such photon
numbers are unlikely to ever be experimentally realized,
Fig. 12 demonstrates the efficiency and numerical stability
of our simulations when applied to square GKP codewords
with arbitrary amounts of squeezing.
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