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In efforts to scale the size of quantum computers, modularity plays a central role across most quantum
computing technologies. In the light of fault tolerance, this necessitates designing quantum error-
correcting codes that are compatible with the connectivity arising from the architectural layouts. In this
paper, we aim to bridge this gap by giving a novel way to view and construct quantum low-density parity-
check (LDPC) codes tailored for modular architectures. We demonstrate that if the intra- and intermodular
qubit connectivity can be viewed as corresponding to some classical or quantum LDPC codes then their
hypergraph product code fully respects the architectural connectivity constraints. Finally, we show that
relaxed connectivity constraints that allow fwists of connections between modules pave a way to construct

codes with better parameters.
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I. INTRODUCTION

In classical computing it has become standard to design
architectures that divide the necessary processing power
into smaller components instead of only increasing the
power of a single system [1,2]. A similar trend can be
observed in recent proposals around scaling quantum com-
putation. A multitude of quantum computing platforms
have natural limitations, e.g., on how many qubits may
be contained within a single ion trap or a superconducting
chip, whereas each instance of such a platform is referred
to as a module [3—7]. Scaling up existing systems is the
main hurdle in current research. Therefore, modular archi-
tectures that consist of many similar modules will likely be
necessary [8—13].

To execute large-scale quantum algorithms, fault-
tolerant quantum computation (FTQC) is essential [14]. A
crucial component of FTQC is the error-correcting code,
which describes how to encode quantum information in a
redundant way with the goal of lowering the error rates
of computation [15,16]. Recent results have shown the
existence of quantum low-density parity-check (QLDPC)
codes with asymptotically good parameters [17-21]. This
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is a strong indication that QLDPC codes may play a key
role in lowering the qubit overhead necessary for FTQC.
It is known that well-performing QLDPC codes require
“long-range” qubit connectivity if it is desired to embed the
system in some finite-dimensional Euclidean space [22].
In fact, the asymptotic scaling of code parameters is upper
bounded by the scaling of long-range qubit connectivity
[23,24].

When specifically considering the practical setting of
modular architectures of a quantum computer (with a
finite number of qubits), we may expect that some degree
of long-range interactions that scale with the code size
is physically feasible [25-28]. These can be long-range
interactions within each module or between the modules
themselves. Because of this less-constrained connectivity,
the question of whether it is useful and practical to favor
QLDPC codes of finite size over the surface code—the cur-
rent gold standard for many quantum computing platforms
[29-36]—is important. To answer this question, a multi-
tude of aspects of FTQC need to be considered, such as the
implementation of fault-tolerant logic, decoding, and the
code performance. Most of these questions are still open
for QLDPC codes. Previous works have mentioned the
compatibility of QLDPC codes and modular architectures,
but without providing the exact details for the code con-
struction or the partition of the qubits into modules [37].
Alternatively, past works have described in detail how to
use a surface code for modular architectures [38], but do
not consider general QLDPC codes.

In this paper, we explore aspects around fault tol-
erance for modular architectures with a focus on code
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constructions. In a formal and general way, we show how
QLDPC codes tailored to modular architecture connectiv-
ity constraints can be constructed. This gives a correspon-
dence between product constructions of QLDPC codes and
modular architectures by viewing the intra- and intermod-
ular connectivities as Tanner graphs or, equivalently, as
chain complexes of classical or quantum LDPC codes.
First, we give a formal perspective on the recently intro-
duced looped pipeline architecture [39]. We prove that it
can be slightly extended to produce a three-dimensional
(3D) surface code. This immediately shows a valuable con-
tribution of our formalism to practically highly relevant
work around modular architectures. We then extend the
construction to more general hypergraph product codes.
Finally, we show that a broader class of product codes
with potentially better code parameters can be constructed
for architectures that allow twisted modular connectivity.
With this work, we take a further step towards closing
the gap between physical “low-level” system architec-
ture questions and recent theoretical breakthroughs around
asymptotically good quantum codes [17,18,20,21,40]. Fur-
thermore, we want to emphasize the need for investi-
gations around practical applications of general QLDPC
codes [41].

The rest of this work is structured as follows. First,
modular architectures and a formal viewpoint is given
in Sec. II. Notation and fundamental background is pre-
sented in Sec. III. The looped pipeline architecture, the 3D
surface code construction, and our first main theorem is
discussed in Sec. IV. Stepwise generalizations are subse-
quently given in Sec. V, where the intramodular connec-
tivity is generalized, in Sec. V B, where the intermodular
connectivity is generalized, and in Sec. VI, where the
allowed connections between the modules are generalized.
Finally, we conclude with a short discussion and outlook
in Sec. VIL.

II. MODULAR ARCHITECTURES

In this paper we consider various qubit connectivity con-
straints that may arise in a quantum computer based on a
modular architecture. Taking the constraints into account,
we provide a novel recipe on how to construct quantum
LDPC codes that respect a certain modular architecture.

Let us first concretely define what we mean by a mod-
ular architecture. Consider a quantum computer with a
(finite) collection of qubits {gx}. In a modular architecture,
each qubit is assigned to one and only one module, where
the (finite) collection of such modules is given as {M}; see
Fig. 1. We assume that the modules are equivalent copies
of each other. Therefore, we can partition the collection of
qubits into disjoint sets {¢;} such that {gy} = (J,{gi}, and
we suppose that each module contains a finite and equal
number of qubits n, i.e., |{g;};| = n for all k. To simplify
the notation, we use the same canonically ordered index

ll
i Nl

FIG. 1. Here, quantum computing architectures where mod-
ules {M;} have a defined sparse intermodular connectivity are
considered. Each module contains a finite and equal number of
qubits with the same connectivity constraints.

Ma

set for each module and hence drop the subscript & alto-
gether. With this in mind, we can define the intramodular
qubit connectivity in the usual sense as follows.

Definition 1: A qubit g; € My is connected to a qubit g; €
M, if the architecture allows us to directly implement two-
qubit entangling operations between these qubits for all .

Generally, we consider entangling gates such as
controlled-not that are required for most syndrome circuits.
However, entangling operations using measurements, e.g.,
in using photonic links, or otherwise are just as valid.
We only require that these gates allow the construction of
a syndrome extraction circuit required for quantum error
correction.

In this work, we investigate cases where the qubit
intramodular interactions are given by a connectivity graph
that can be viewed as a Tanner graph of some classical or
quantum code.

A (quantum) Tanner graph is a graph that has edges
between nodes representing parity checks and data (qu)bits
if and only if the (qu)bit is in the support of the parity
check. See Fig. 2 for a Tanner graph of a seven-qubit
Steane code and Sec. III for a more technical introduction
to Tanner graphs. As an example, nearest-neighbor con-
nectivity for a 1D chain of qubits corresponds to a Tanner
graph of a classical repetition code.

In a modular architecture, each module may be con-
nected to some number of other modules in a specific way.
We define the intermodular connectivity as follows.

Definition 2: A module M; is connected to a module M,
if the architecture allows us to directly implement two-
qubit entangling operations between a qubit ¢; € M and
its respective qubit g; € M; for all i.

In Sec. VIA, this requirement will be slightly gen-
eralized to allow for swists of the connections between
modules to construct better quantum codes (see Definition
3 below). Similarly to the intramodular connectivity case,
we choose the graph defining the intermodular connec-
tivity to correspond to a Tanner graph of a potentially
different quantum or classical code. Finally, we say that the
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FIG. 2. Tripartite quantum Tanner graph of a seven-qubit
Steane code. Set {g;} denotes the data qubits, while {c;} denotes
the X parity checks (blue) and Z parity checks (green). Edges are
drawn between them if and only if the data qubit is in the support
of the check.

code respects the connectivity constraints if we can asso-
ciate a physical qubit in our quantum system to every parity
check and data qubit of the code such that the parity-check
qubits are connected to the data qubits in their support.

In the following, we describe a way to create new
codes that respect the overall architectural connectivity
constraints as defined above. We only require that the intra-
and intermodular connectivities are formulated as Tanner
graphs of some codes. To keep this formulation as general
as possible, we employ the language of chain complexes.

III. PRELIMINARIES

In this section, we discuss quantum codes and how to
view them in terms of a (IF';) homological perspective [31,
40,42,43].

A. Classical and quantum codes

Since quantum LDPC codes have an interesting corre-
spondence to classical codes, let us briefly discuss their
classical analogue: binary linear codes.

A classical binary linear [n, k] code is a subspace C C
I*}. The set of codewords is called the codespace and cor-
responds to the k-dimensional subspace ker H of a binary
matrix H called the parity-check matrix:

C = {x € F} | Hx = 0}.

It is useful to describe code C with its Tanner graph. This
is a bipartite graph 7 (C) whose adjacency matrix is H.

Since stabilizer codes [44] play a central role in quantum
error correction (QEC), let us recall some fundamental def-
initions. We consider an n-qubit Hilbert space (C?)®" =
C?". Let P, denote the (non-Abelian) group of n-qubit
Pauli operators defined as

Pu=(i.X.2 |j € [n]) = {¢>®P,},

Jj=0

where ¢ € {£1, &i} and P; is a single-qubit Pauli operator
P; € {I,X,Y,Z}. The weight wt(P) of a Pauli operator P is
the number of nonidentity components in the tensor prod-
uct representation of P. A stabilizer group S is an Abelian
subgroup of P, such that —7 ¢ S. Elements of S are called
stabilizers and the group is generated by m independent
stabilizer generators S = (S1,...,Sn).

The main idea of the stabilizer codes is to use a common
+1 eigenspace of all elements of a stabilizer group S C P,
as the code space of a code C. Therefore, an [[n,k, d]-
quantum stabilizer code C is a 2%-dimensional subspace of
(C?)®". Parameter d denotes the minimal distance of C,
given by the minimal weight of a Pauli operator that com-
mutes with all stabilizers S; but is not in the stabilizer group
S.

Each n-qubit Pauli operator can be written as
a binary vector. More formally, the quotient group
P /{EI®", £il®"} is isomorphic (up to phases) to 3"
by the isomorphism that sends an n-qubit Pauli opera-
tor corresponding to a tensor product of X - and Z-Pauli
operators to a binary vector representation (x | z) € F3".
Thus, P, Q € P, commute if and only if, for their binary
representations P = (x | z), 0 = (x| Z/), it holds that

(x,2') + (z,x") = 0. D
This representation can also be naturally applied to the m
stabilizer generators Si,...,S, of a code C, which yields
an m x 2n matrix H = (Hy | Hz). Each row of H corre-
sponds to the binary representation of a stabilizer generator
S;. As for classical codes, matrix H is the parity-check
matrix of C. By Eq. (1), ker H is exactly the set of vec-
tors (z | x) € IF%” such that their reordered form (x | z) is
the binary representation of a Pauli operator that commutes
with all stabilizer generators Si, .. ., S,,.

An important subclass of stabilizer codes are Calderbank-
Shor-Steane (CSS) codes, which is considered in this work
if not stated otherwise. These are stabilizer codes where all
nonidentity components of stabilizer generators are either
all X or all Z. Hence, the commutativity relation [Eq. (1)]
can be written as

HyHI =0, )
or, equivalently, C; C Cy. Since the rows of a parity-
check matrix correspond to the checks of the code, ele-
ments of Hy and H; are called X and Z checks, respec-
tively. A CSS code is called a LDPC code if all checks
have constant weight and each qubit is involved in a con-
stant number of checks, i.e., if the parity-check matrix
(matrices) is sparse.

Let us now introduce an alternative perspective on codes
that was essential in recent results around asymptotically
good quantum and locally testable classical codes [17-21],
and has become standard.
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B. Chain complexes

A chain complex of vector spaces is a collection of
vector spaces {C;} together with linear maps

81' . Ci — Cifl
with the condition that squared boundary maps vanish, i.e.,
0;0i41 = 0. 3)

Equation (3) is equivalent to requiring that Im 9;y; C
ker 9;. Elements in C; are called i-chains and

Z;(C) =ker 9; C C;, “4)
Bi(C) =Im 011 C C, Q)
H;(C) = Z;(C)/Bi(C) (6)

are the i-cycles, i-boundaries, and the ith homology of
complex C, respectively. For instance, when considering
chain complexes arising from simplicial complexes, 2-
chains correspond to formal linear combinations of faces,
I-chains to formal sums of edges, and 0-chains to formal
sums of vertices. Intuitively, 1-cycles are loops that start
and end in the same vertex and boundaries are those cycles
that are a boundary of a set of faces.

A classical binary linear code C can be viewed as a two-
term chain complex:

c=c% ¢, (7)

with C; = I} and 0; = H the parity-check matrix. Then
code C is the space of 1-cycles, i.e.,

C=27(C) =ker o,

and the space of 0-chains is the space of checks acting on
C. Note that Hy(C) = 0 if the checks are linearly inde-
pendent. For classical codes, this representation does not
yield any new insights and is hence rarely used. However,
a quantum CSS code necessitates commutation relations
between the bit-flip and phase-flip parity-check matrices
Hy and Hz [Eq. (2)]. Thus, there is a bijection between
CSS codes and chain complexes. A CSS code corresponds
to a three-term chain complex:

it 1

C=Ci 2 ¢ % ¢, )

with 9;,1 = HZT and 0; = Hy. Thus, qubits are associated
with 1-chains and X and Z checks with 0- and 2-chains,
respectively. A prototypical example is a toric code, where
Cy, Cy, and Cp are vector spaces of faces, edges, and

vertices, obtained from a square cellulation of a torus.
Conversely, given an arbitrary chain complex

Bi41 3
o> Cipyp — C—> Ciy — -+, 9

we can pick a dimension i to associate the space of qubits
with and view the corresponding three-term chain com-
plex as a CSS code. The code parameters are n = dim C;,
k = dim H; and the minimum weight d of a nontrivial
representative of H;.

To a three-term chain complex we can associate a quan-
tum Tanner graph by considering a simple mapping. A
quantum Tanner graph G is a tripartite graph with a vertex
set V= P, LI Q U Py, where vertices Q are associated with
qubits and vertices Py are associated with X (Z) parity
checks. Then, for an arbitrary three-term chain complex C,
we define a one-to-one mapping where the basis elements
of the vector space C;;| are mapped to vertices in Pz, the
basis elements of C; to O, and the basis elements of C;_; to
Py . Finally, the edges between vertex partitions Pz and Q
are given by 0,41 such that an edge exists between vertices
p € Pz and g € Qifand only if g € C;, which is the corre-
sponding basis element of ¢, is in the span of 9;,,p, where
p € Ciy1 and corresponds to vertex p. Edges between Py
and Q are defined in an analogous manner using 9;. Note
that there are no edges between any two vertices within the
same partition or between partitions Py and Pz. Graphi-
cally, if the chain complex is drawn as an object with faces,
edges, and vertices, then each individual face and edge is
replaced by a vertex. The partition of vertices is naturally
induced from this mapping and edges exist only between
those pairs of vertices that correspond to adjacent faces and
edges (or vertices and edges) in the original chain complex.

Conceptually, the same mapping to a graph can be
applied to an arbitrary length chain complex. For example,
a two-term chain complex would be mapped to a classi-
cal Tanner graph. Because of this bijection we refer to
chain complexes, their boundaries, or their correspond-
ing Tanner graphs (sometimes called connectivity graphs)
interchangeably for the rest of the paper.

IV. LOOPED PIPELINE ARCHITECTURE

To form a better intuition about our construction of
codes for modular architectures, we first recap basic ideas
of a recent result around QEC on a looped pipeline archi-
tecture [39]. This constitutes the basis from which we build
more involved and better quantum codes as we soften the
constraints of the intra- and intermodular connectivities
and generalize the construction.

The work by Cai et al. [39] considered a surface code
layout (qubits are put on edges, Z checks on faces, and
X checks on vertices) as depicted in Fig. 3(a) of a quan-
tum chip where every data qubit and every ancilla qubit
are replaced by a rectangular loop of a fixed number of
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FIG. 3. A stack of 2D surface codes can be generated by replacing every data qubit (black), Z parity-check qubit (green), and X

parity-check qubit (blue) of the regular surface code (a) by a loop of corresponding qubits (b). The qubits communicate (entangle) with

each other once they enter the dashed regions depicted in (c).

qubits as sketched in Fig. 3(b). All types of qubits are
moved along the loop in the clockwise direction at the
same frequency. Once the qubits approach another qubit
from a different loop, they interact to become entangled in
a way that corresponds to the syndrome extraction circuit
as illustrated in Fig. 3(c). After the ancilla qubits have gone
around the full loop, they are measured to read out the syn-
drome. The authors showed that this forms a stack of 2D
surface codes, where the stack size is given by the number
of qubits within each loop.

In their work, the authors Cai et al. [39], and indepen-
dently M. Fogarty [45], identified that the stack of 2D
surface codes may be used to generate a 3D surface code,
but did not provide an explicit construction. In the rest of
the section we show how the looped pipeline architecture
can be extended to implement a single 3D surface code
(explained below) by assuming an additional connectivity
within each qubit loop. Finally, we formalize and general-
ize this construction to the setting of modular architectures.
This will allow us to construct quantum LDPC codes for
more general connectivity constraints.

L —

FIG. 4. We replace all loops with a loop that has both ancilla
(blue) and data (black) qubits. Additionally, we allow for nearby
qubits in the loop to communicate. For example, the nearby
qubits entangle whenever both of them enter the orange dashed
box.

A. 3D surface code

Consider a single data qubit loop from the looped
pipeline architecture described above. Each qubit in this
loop is part of a separate 2D surface code. If we extend the
connectivity between the nearby qubits within each loop
then we obtain a stack of surface codes linked together into
a single block. This construction does not immediately pro-
duce a 3D surface code. For example, it links ancilla qubits
to other ancilla qubits within the same loop.

Instead, to produce a valid 3D surface code, we addi-
tionally need to reidentify the qubits within each loop. In
this regard, we form three different types of loops—face,
edge, and vertex loops—where the naming will parallel
the chain complexes. They are laid out in a similar pat-
tern as previously with face loops replacing the Z ancilla
loops, edge loops replacing the data qubit loops, and ver-
tex loops replacing the X ancilla loops. Each of these
loops may contain both data and ancilla qubits of the 3D
surface code; hence, they must also contain measurement
devices as described in Ref. [39] to extract the syndrome
(see Fig. 4). We assume that the total number of qubits per
loop is even. Then, depending on the type of loop and the
position within the loop, each qubit can be given an assign-
ment. These assignments can be found in Table I. The even
or odd parity of the qubit corresponds to its index i within
the loop, where the indexing is such that any qubit g; of
any loop gets to interact with qubits ¢; of the neighboring
loops. Note that we can exclude the even qubits in the face
loop as they have no assignment.

By viewing the modular architecture in terms of chain
complexes that describe codes, we can prove that such an
assignment indeed produces a 3D surface code. In order to
do so, we use tensor products of chain complexes.

Remark: The presented construction of a 3D surface code
by shuttling the qubits around in loops will not have a
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TABLE 1. Qubit assignments of different loops to generate a
3D surface code. Even and odd assignments of qubits indicate
their position in the qubit chain within the loop. Numbers in
parentheses indicate the weight of the stabilizer.

Loop label 0Odd qubits Even qubits
Vertex X stabilizer (6) Data
Edge Data Z stabilizer (4)
Face Z stabilizer (4) e

threshold in general. Since the entangling and measure-
ment operations are done on a one-by-one basis, the time it
takes to extract the syndrome is proportional to the number
of qubits within each loop. A slightly altered scheme was
proposed by Cai et al. [39], where the qubits in adjacent
loops circulate in opposite directions and all qubits on the
same side of the loop are being entangled at the same time
with their respective qubits in other loops. If this was sup-
plied with a number of measurement devices that scale in
proportion with the number of qubits in the loop, the whole
syndrome extraction would require O(1) operations (e.g.,
one operation constitutes moving qubits to a new side of
the loop). However, from a physical perspective, one could
argue that, in general, as the number of qubits per loop
increases, so does the size of the loop that is needed. There-
fore, the physical time it takes for a qubit to be shuttled at
a finite speed to a new side of the loop (to perform a single
operation) scales with the number of qubits per loop and,
hence, the syndrome extraction time scales with the total
number of qubits. In turn, errors accumulate faster than
they can be corrected and the threshold for the code would
not exist. This might be a general consequence for any non-
concatenated quantum code for which the shuttling is used
to do long-range entangling gates locally (the same conclu-
sion was reached by numerical analysis for a conceptually
similar setup in Ref. [46]). Some ideas, like those pre-
sented in a recent work on hierarchical memories [47], may
be used to overcome this challenge. Note that the afore-
mentioned drawback only applies to this specific scheme
based on shuttling. The main ideas in the remainder of this
manuscript do not share the same consequences.

B. Tensor product of chain complexes

Quantum codes can be constructed from products of
chain complexes that describe other codes [48,49]. Let
us discuss the construction in the following. The double
complex CX D is defined as

(CXD),,=C,®D, (10)
with vertical boundary maps 8! = 8¢ ® id” and horizon-
tal boundary maps 9! = id“ ® 87 such that 373", = 0,
arol, =0, and 8[”8}1 = 8}’8}’. An example double com-
plex where C,D are 2-term complexes is visualized in

id® @l
C1® D1 —3 C1 ® Do
lalc@)mD laf@;mD
id® ol

Co® Dy —= Co® Do

FIG. 5. A commuting diagram representing a double chain
complex of two 2-term chain complexes C, D.

Fig. 5. The total complex arises when we collect vec-
tor spaces of equal dimensions, i.e., “summing over the
diagonals” in the double complex as

Tot(CXD), = P G, ®D,=E,, (11
ptq=n

where the boundary maps are 3% = 3¥ @ 8”. Then, the ten-
sor product complex C ® D is defined as Tot(C X D). For
the example given in Fig. 5, the tensor product complex is

3 3
C,®D > Co®D, & C; @Dy — Cy® Dy,

where

5 — (O ®id”
2 — ldC ® 81D s
0 = (id“ @ a7 | 9] ®id").

As the homology of a chain complex is related to the
parameters of the corresponding code, the Kiinneth for-
mula is central. It gives a method to compute the homology
of a double complex, from the homology of the vertical and
horizontal complexes:

H(C®D)= @) H,(C)@Hy(D).  (12)
p+q=n

C. 3D surface code in the chain complex formalism

While the previous construction of a 3D surface code
may seem arbitrary at first, we can naturally describe
it in the language of chain complexes. This description
allows us to further generalize the construction of codes
for modular architectures and gives a strong intuition for
which codes may or may not be constructed given the
connectivity constraints.

First, consider a single loop of qubits with nearest-
neighbor connectivity between them. It is natural to view
the loop as a classical repetition code where half of the
qubits are assigned to be data qubits and the other half
ancilla qubits, as depicted in Fig. 4. As mentioned in
Sec. III, we may use a two-term chain complex C =

H . ..
C; = Cy to describe the repetition code, where the data
and ancilla qubits are elements (chains) of C; and Cj,
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c=c,2¢c, D=D,% D 2 D,

FIG. 6. A single loop corresponds to a two-term chain com-
plex and a layout of loops to a three-term chain complex repre-
senting a repetition code (a) and a surface code (b), respectively.

respectively, and Hy is the parity-check matrix of the code;
see Fig. 6(a).

Moreover, the 2D layout of the loops can be considered
T

as a two-term chain complex D = D, i D, &, Dy rep-
resenting a 2D surface code. In this language, each loop is
labeled as an element of either D,, Dy, or Dy, which rep-
resent Z checks (faces), data qubits (edges), or X checks
(vertices), respectively; see Fig. 6(b).

Using such a layout of loops, we have effectively created
anew code €. As outlined in Eq. (11), £ is represented by
a chain complex

E=C®D, (13)

where C corresponds to the code within the loop and D
corresponds to the code describing the layout of the loops.
In more detail, we associate two vector spaces C; and D;
with each qubit in our system. In this example, C; describes
whether the qubit in the repetition code is an ancilla (i = 0)
or data (i = 1) qubit, while D; describes whether the qubit
belongs to the face (j = 2), edge (j = 1), or vertex (j =
0) loop. See Fig. 7 for a schematic explanation of qubits
in the edge loop. Furthermore, we assign each qubit to a
vector space Ej, with k = i 4+ j, which form the sequence
of vector spaces for a new four-term chain complex

E=E253E5%E 5 E, (14)
where

E; =C1® Dy,
E,=Cy®D,®C; ® Dy,
Ey = Co®D; & Cy ® Dy,
E() = C() ®D0
This chain complex E describes a 3D surface code, as

per the tensor product of a repetition code and a surface
code [49,50]. Here, for example, we can identify the data

e (Co, Dy)

O & ?,./E(Cl,Dl)

FIG. 7. Our observations allow us to readily identify which
vector spaces each qubit belongs to. The ancilla qubits of the
repetition code are elements (chains) of Cy, while the data qubits
are chains of C;. The loop itself has an assignment as an edge
loop; therefore, every qubit in it belongs to D .

qubits with chains in £}, and, hence, Z (X ) stabilizers with
chains in £, (Ep). Then, parity-check matrices are given
as boundary operators 9, = HZT and 0; = Hy. Note that
in this construction one of the boundaries of the surface
is periodic and, also, that we are free to identify the data
qubits with chains either in £, or £;. This freedom corre-
sponds to the choice of having the logical X (Z) operators
to be planar (string)-like on the 3D surface or the other way
around.

As an example, consider an L x L surface code as
the layout of the loops. It has parameters [2(L> — L) +
1,1,L]. The respective chain complex D has homol-
ogy H\(D) =27, and Hy(D) is trivial. Similarly, con-
sider a length-L classical repetition code inside the loop
with parameters [L,1,L]. The respective chain com-
plex C has homology H;(C)=Z, and Hy(C) =Z,
since one of the checks is linearly dependent. Then,
for the chain complex of a 3D surface code £ =C®
D, by identifying the elements of E; as data qubits,
we find that » = dimE; = dim(C; @ Dy ® Cy ® D;) =
L(L*> — L)+ L(2(L> — L) + 1), where D, and C, are vec-
tor spaces associated with X parity checks. The number
of encoded qubits is given by the dimension of the first
homology H;(E). We can compute it using the Kiinneth
formula [Eq. (12)],

k =dimH,(E)
= dim(Hy(C) @ Hi(D) & H,(C) ® Hy(D))
=1.

The distance of the code is still L; hence, the resulting 3D
surface code has parameters [3L(L*> — L) + L, 1,L]. As an
example, for L = 20, the parameters are [[22 820, 1, 20]).

Note that in this construction qubits that were previously
data qubits may be reassigned to parity-check qubits and
vice versa. More importantly, the intra- and intermodular
connectivity requirements of £ correspond to the connec-
tivity requirements given by codes C and D. We can prove
this for general tensor products of chain complexes.

Theorem 1. Let C and D be a two- or three-term chain
complexes representing classical or quantum codes C, D,
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respectively. Let their boundaries 3¢ and 3P define the
intra- and intermodular connectivities, respectively. Then
a quantum code £ corresponding to the chain complex
E = C® D respects the connectivity constraints of the
architecture.

Proof. The chain complex E (corresponding to &) is at
least a three-term chain complex given that both C and D
are at least two-term chain complexes. Therefore, we can
identify chains of E; with data qubits, E;;| with Z parity
checks, and E;_; with X parity checks. The required qubit
connectivity of £ is defined by its parity-check matrices,
which are given by the boundary operators

=033 =id°® 0”@ 0° @ id®. (15)
Note that i-chains of C label the qubit ¢ within each mod-
ule and that i-chains of D label each module d. We can
ensure that £ respects the connectivity constraints of the
architecture if both terms of Eq. (15) match the given qubit
connectivity. We do so by looking at both of the terms
separately.

The basis elements are pairs of chains (¢,d) € C x D on
which the first term acts as 9" : (¢, d) — (idc(c), 3P (d))
for all ¢,d. By linear extension, this defines a map on
C® D. It is equally stated that each qubit ¢ in a mod-
ule d is connected to its respective qubits ¢ in adjacent
modules given by 3° for all d. This matches Definition
2 for the intermodular connectivity. Similarly, the second
term in Eq. (15) defines a map that acts on basis ele-
ments as 9¥ : (¢,d) — (9€(c),id?(d)) for all ¢, d. This is
equally stated as in each module d a qubit ¢ is connected
to qubits d€(c) for all c. This matches Definition 1 for
intramodular connectivity. Therefore, the required qubit
connectivity of £ is given by some additive combination of
terms that define the intra- and intermodular connectivities,
respectively. ]

Furthermore, it is clear that Theorem 1 still applies
whenever boundaries 3¢ and 9” define any subgraphs
of intra- and intermodular connectivities, respectively. If
the subgraphs are proper then some connectivity that is
allowed by the architecture is not required. Note that our
qubit assignment in the chain complex formalism com-
pletely matches the assignments given in Table I if we
identify the data qubits with the vector space £ and ignore
qubits in E3. Since the qubit assignments and the qubit
interactions match between both perspectives, the stabiliz-
ers of the code match as well. This proves that our previous
construction in Sec. IV A produced a 3D surface code.

The correspondence between modular architectures and
quantum codes obtained from product constructions is very
natural and gives an intuitive way of designing codes
that obey architectural connectivity constraints. In the
next sections we propose generalizations of this idea in a

step-by-step fashion. First, we generalize the intramodular
connectivity by considering a less local code within each
module. Then we similarly generalize the intermodu-
lar connectivity. Finally, we elaborate on more general
product code constructions by allowing twists between
intermodular connections.

V. HYPERGRAPH PRODUCT CODES

In the previous section it was shown that the proposed
formalization of the looped pipeline architecture enables
us to obtain a 3D surface code that can be viewed in a
rigorous way as the tensor product of two chain complexes
C ® D, where C corresponds to the loop structure and D to
the (gridlike) layout.

In this section, we further elaborate on the tensor prod-
uct code construction and extend it to the setting of more
general intramodular and intermodular connectivities.

A. Generalized intramodular connectivity

The first generalization of the proposed formalization of
the looped pipeline architecture is to replace the loops of
qubits with modules admitting a more general intramodu-
lar connectivity. Similarly to viewing the loops of qubits as
repetition codes, we view this connectivity as a chain com-
plex corresponding to some code C, for instance, a simple
classical linear block LDPC code. Note that in general this
implies that a higher degree of intramodular connectivity
is needed.

Formally, we consider a tensor product £ = C® D of a
chain complex C corresponding to some classical or quan-
tum code and a three-term chain complex D corresponding
to a surface code, describing the overall layout of mod-
ules. This yields a four- or five-term chain complex E that
can be viewed as a surface code layout of modules, where
each module is replaced by an arbitrary code given by the
chain complex C. In general, this does not yield a nice 3D
geometry as in the more simple 3D surface code case.

As an explicit example, we consider intramodular con-
nectivity that corresponds to a classical linear code. We
obtain a code by generating a random sparse parity-
check matrix with dimensions 51 x 60. Through exhaus-
tive search over all codewords we find the code parameters
[60,9,20]. Its maximum row or column weight is 8, but,
on average, each check has a support of approximately
5 bits. See Ref. [51] for the full parity-check matrix.
The respective chain complex C has homology dimension
dim(H,(C)) = 9 since it encodes 9 bits and Hy(C) is trivial
as all parity checks are linearly independent. The homolog-
ical properties of the chain complex D associated with the
surface code describing the intermodular layout are given
in the previous example. Note that H, (D) is trivial and, for
this example, we choose a surface code with length L =
20. Then, for the resulting chain complex £ = C ® D, by
identifying the elements of £, as data qubits, we find that
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n=dimE, = dim(C, ® D; & Cy ® D,) = 65040, where
D, and C are vector spaces associated with Z and X par-
ity checks, respectively. The number of encoded qubits is
given by the dimension of the second homology H;(E).
We can compute it using the Kiinneth formula [Eq. (12)],

k =dim H,(E)
= dim(H,(C) ® H,(D) & Hy(C) ® H>(D))
=9.

Generally, finding the distance of the code is not triv-
ial, and thus, usually, Monte Carlo simulations or sim-
ilar approaches are employed. For general hypergraph
products of arbitrary length chain complexes, Zeng and
Pryadko [49] proposed methods to compute upper and
lower bounds on the distance of the hypergraph product
complex from the distances of the individual complexes
in the product. Moreover, for the special case where one
of the chain complexes in the hypergraph product is a
one-term complex, given by a binary check matrix, Zeng
and Pryadko showed that their result allows one to com-
pute the distance exactly. Recall that the homological dis-
tance d; is the minimum Hamming weight of a nontrivial
representative in the ith homology group.

Theorem 2 (Ref. [49]). Let A be an m chain complex with
distances d; for 0 < i < m and let B be a two-term chain
complex. Then,

di(4 ® B) = min(d;—(A)d, (B), di(A)dy(B)).

Applying Theorem 2 to the previous example, we find
that the Z distance of the code is

d>(E) = min(d,(D)d, (C), d>(D)dy(C)) = 400,
where, by convention, d;(4) = oo if H;(A4) is trivial. Fur-
thermore, we find the X distance of the code using

cohomology:

d*(E) = min(d" (D)d" (C), d*(D)d’(C)) = 20.

Therefore, code E = C ® D has parameters [[65 040, 9, 20]).

Given that this code is constructed as a tensor product of
a quantum and a classical code, and moreover, that the Z
distance is d*> = 400, we choose to compare it to the tra-
ditional 3D surface code with distance 20 as it matches
both the X and Z distance parameters. In comparison to the
3D surface code (with full parameters given in Sec. IV C)
one can see that our example code encodes 9 times more
qubits at the cost of increasing the overall number of phys-
ical qubits by a factor of about 3. We would expect such
favorable trade-offs for architectures with higher qubit
connectivity.

This idea can be generalized to more connected mod-
ules, by considering a connectivity inside each module that
corresponds to a quantum code, i.e., a three-term chain
complex. Note that this may imply an even higher degree
of intramodular connectivity and a higher number of qubits
associated with each module. The latter implies that there
are more connections between modules as per Definition 2.
Because of the generality of the chain complex formalism,
this construction is equivalent to the previous case, with
the only difference that the resulting product is a five-term
chain complex.

B. Beyond planar surface layouts

In a similar fashion to the discussion on higher
intramodular connectivity, we can generalize the layout
of the modules. This can be done by considering layouts
of modules corresponding to a general code given by a
chain complex D. We examine three-term chain complexes
describing quantum codes, but the same reasoning is appli-
cable to classical codes. The 2D grid layout (corresponding
to a surface code) has the advantage of planarity, which
implies a sparse nearest-neighbor connectivity. However,
the same planarity clearly limits the code parameters of the
derived product codes. Additionally, some architectures
(e.g., based on photonic links between modules) might not
even be subject to nearest-neighbor communication con-
straints and hence would have no benefit from a planar
layout of modules. In such cases, as long as it holds that
modules communicate with a few other modules each, it is
not crucial that they are located close to each other phys-
ically and we can use less geometrically local codes to
describe the layout of the modules. We consider a modular
layout given by a chain complex

D=Dr 3Dy 5 Dy

For illustrative purpose, we call the vector spaces of the
chain complex the spaces of faces, edges, and vertices.
Here D can be made to correspond to the given intermod-
ular connectivity by associating modules with each i-chain
of D. That is, the spaces Dg, Dg, Dy are associated with a
set of modules {m;, ..., my+ g+ F} and the modules are
connected corresponding to the boundary maps of D. In
other words, the differentials 9,, 0, are the incidence matri-
ces associating faces and edges, and edges and vertices,
respectively. If C denotes the chain complex describing the
intramodular connectivity then, by Theorem 1, the tensor
product complex C ® D represents a quantum code that
respects the connectivity of the overall architecture. This
idea is illustrated in Fig. 8.

We are now able to formally describe codes arising from
modular architectures using the following recipe. We take
an arbitrary CSS code representing the intramodular con-
nectivity (depending on the desired degree of connectivity,
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(a)
1o} 7] 1o}
C=C,-—-Cy D=Dy 2Dy = Dy
FIG. 8. (a) We represent the intramodular qubit connectivity

with a chain complex C, where the qubits sit on all i-chains.
(b) Similarly, we represent the intermodular connectivity with
a chain complex D, where modules are placed on every i-
chain. Some elements of the chain complex are highlighted.
Code E = C® D fully respects the connectivity constraints of
the architecture (Theorem 1).

number of qubits, and code parameters) and another CSS
code that represents the intermodular connectivity. Then,
using the tensor product chain complex, we construct a
new code satisfying the architectural connectivity con-
straints. This can already give moderately good codes for
a specific modular architecture, depending on the chosen
seed codes and the allowed degree of connectivity between
modules.

C. From codes to modular architectures

Let us briefly note a slightly different view on the con-
struction presented above. An architecture might allow an
“all-to-all” connectivity between modules, or a connectiv-
ity that is not constrained other than requiring that each
module may only be connected to a constant number of
other modules. Then, we can ask: given these “weak” con-
straints, how should we arrange the modules in order to
generate a good code tailored for the architecture? This
can be done by choosing a code defined by a chain com-
plex C and mapping it to the respective connectivity graph
as introduced in Sec. III B. This graph in turn, defines the
overall modular layout as depicted in Fig. 9.

~
B3,
FIG. 9. We can take any chain complex (on the left) to describe

the intermodular connectivity of our architecture by replacing
every element of the chain complex by a module (on the right).

—

VI. BALANCED PRODUCT CONSTRUCTIONS

In the previous section we showed how modular archi-
tectures can be viewed as tensor products of chain com-
plexes (that describe codes). This perspective corresponds
to having intramodular connectivity—the layout of qubits
within each module—and intermodular connectivity—the
layout of modules themselves—being determined by such
codes. In order to further generalize the previous construc-
tions, we consider modular architectures where the inter-
modular connections are not constrained to be between the
respective qubits only. Instead, these connections can be
tweaked (twisted) in some way that will be dictated by the
product construction. Hence, we redefine the intermodular
connectivity as follows.

Definition 3: A module M; is connected to a module M,
if the architecture allows us to directly implement two-
qubit entangling operations between a qubit ¢; € M and
its respective qubit q; € M; for all i, /.

Note that many quantum computing platforms that con-
sider linking modules together with photonic links or
similar already allow this degree of freedom. For this set-
ting, we consider more general products than standard
hypergraph products. Specifically, we show that the newly
defined intermodular connectivity allows us to construct
codes that can be described in the language of balanced
product codes [19]. As before, these codes fully respect the
architectural connectivity constraints. Before proceeding
to the proof, let us shortly introduce the notion of balanced
products of chain complexes.

A. Balanced product chain complexes

Breuckmann and Eberhardt (BE) introduced balanced
product codes, which are analogously constructed to the
balanced (or mixed) product of topological spaces [19].
This and related constructions can be used to construct
asymptotically good quantum codes [17-21].

In order to define the balanced product of chain com-
plexes, we need to discuss the balanced product of vector
spaces. Let V, W be vector spaces with linear right and
left actions, respectively, of a finite group G. The balanced
product is defined as the quotient

VQcW=VQ W/{vg @w — v ® gw),

where v € V,w e W, and g € G. If VV and W have bases
X and Y, and G maps basis vectors to basis vectors then
the basis of V ®¢ Wis givenby X xgY =X x Y/ ~.The
equivalence relation “~” is defined as (x,y) ~ (xg,g~'y)
forallx e X,y € ¥, and g € G. We can now extend this
notion to chain complexes. Let C and D be chain com-
plexes where C has a linear right action and D has a linear
left action of a group G. The balanced product double
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complex CXg D is defined via

(c®p) =G @D,
G /Jpg

with horizontal and vertical differentials defined analo-
gously to the double complex [Eq. (10)] that act on the
quotients C, ®¢ D, of vector spaces C, and D,. The bal-
anced product complex is the corresponding total complex:

C®cD = Tot(C%D).

We limit the discussion to cases where the vector spaces
C;, D; are based and the action of G restricts to an action
on these bases [19]. If G is a finite group of odd order,
BE [19] gave a version of the Kiinneth formula that can be
applied to the balanced product complex:

Hn(C®GD) = P H,(O)®cHD). (16)

ptg=n

We want to emphasize that, for certain cases, the balanced
product is equivalent to related constructions such as the
lifted product [41,52] and the fiber bundle construction
[53].

B. Architecture-tailored codes from balanced products

To prove that the more general intermodular connectiv-
ity including twists allows us to construct better quantum
codes than those constructed as hypergraph products, we
consider cases where we can cast the balanced product
C ®¢ D as a fiber bundle complex B ®, D. In this com-
plex, B denotes the base, D denotes the fiber, and ¢ denotes
the connection that describes the fwists of the fiber along
the base. Using the homological language, the connection
@ represents an automorphism on the fiber D that alters the
horizontal differentials of the double complex B X D. Sim-
ilarly to other products, the fiber bundle complex can be
used to describe a quantum error-correcting code once we
identify the data qubits and the parity checks correspond-
ingly. Such codes are called fiber bundle codes [53]. In
our modular architecture setting, it is crucial to correctly
identify the base and fiber chain complex to ensure that
connections are twisted between modules only. This idea is
depicted in Fig. 10. Note that, twisting connections in the
“other direction” (i.e., the connections are twisted between
layers of respective qubits across all modules) generally
results in a low connection count in each module. For
many quantum platforms, the intramodular connections are
considered to be faster to implement and less noisy, and,
therefore, preferential over the qubit connections between
distinct modules [11,54,55].

BE showed that, when C is a two-term complex and H is
Abelian and acts freely on the bases of each C;, then there

(b)

FIG. 10. Allowing twists of intermodule connections allows
us to create better codes and yields a more general formulation.

exists a connection ¢ such that C ®¢ D = B ®, D, where
B; = C;/{cg — ¢) [19]. Therefore, a wide range of codes
constructed from balanced products can be recast into the
language of fiber bundle codes. Here we restrict ourselves
to these cases and cast the following theorem in terms of
fiber bundle codes.

Theorem 3. Let D be a two-term and C a two- or three-
term chain complex. Let their boundaries 3¢ and 3P define
the intra- and intermodular connectivities as given in Def-
initions 1 and 3, respectively. Then, a fiber bundle code €
corresponding to the chain complex E = D ®,, C respects
the connectivity constraints of the architecture.

Proof. The resulting chain complex £ (corresponding to
£) is at least a three-term chain complex given that both
C and D are at least two-term chain complexes. Therefore,
we can identify chains of E; with data qubits, £;,; with Z
parity checks, and E;_; with X parity checks. The required
qubit connectivity of £ is defined by the parity-check
matrices H, which are given by the boundary operators

FE="®9" =0, ®id” ®0°, (17)
where

dy(di®c)= Y do® p(dy,do)(c)

dyedPd,

with d; € D; and ¢ any i-chain of C. Here, ¢ denotes
the connection and hence ¢(d;,dp) describes a specific
element of the automorphism group acting on fiber C.
Note that i-chains of C label qubit ¢ within each mod-
ule and that i-chains of D label each module d. We can
ensure that £ respects the connectivity constraints of the
architecture if both terms of Eq. (17) match the given
qubit connectivity. We do so by looking at both of the
terms separately. The first term in Eq. (17) indicates that
each qubit ¢ in a module d; is connected to qubits labeled
@(dy,dy)c = ¢’ in adjacent modules dy € 3°(d,) for all d.
This connectivity requirement is fully satisfied by our new
definition of intermodular connectivity (Definition 3). For
this exact reason, we consider the base of the fiber bundle
to represent the code describing the intermodular connec-
tivity as we want to twist connections only between the
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modules. The basis elements of the second term in Eq. (17)
are pairs of cells (d,¢) € D x C on which the boundary
operator acts as 9V : (d,c) — (idP(d), € (c)) for all d,c.
By linear extension, this defines a map on D ® C. This is
equally stated as in each module d, a qubit ¢ is connected
to qubits d¢(c) for all c. This matches our Definition 1 for
intramodular connectivity. Therefore, the required qubit
connectivity of £ is given by some additive combination of
terms that define the intra- and intermodular connectivities,
respectively. ]

Theorem 3 thus establishes a correspondence between
modular architectures (including intermodular connectiv-
ity) and quantum codes that can be described using bal-
anced product construction. While the proof considers
balanced product codes that are equivalent to fiber bun-
dle codes, we expect that a wider range of these codes
respect the connectivity constraints—depending on the
chosen group and group action.

As a simple example, we construct a balanced product
code from two classical codes represented by chain com-
plexes C and D. Complex C describes the intramodular
connectivity and corresponds to a d = 15 cyclic repe-
tition code as presented in Sec. IV. Code D describes
the intermodular connectivity and is obtained by gener-
ating a random sparse parity-check matrix with dimen-
sions 255 x 450 and a cyclic symmetry of order 15. It
encodes dim(H; (D)) = 195 bits. Since both codes share
the cyclic symmetry, we take the balanced product over
group Zs. The product can be recast as a fiber bun-
dle code and therefore satisfies Theorem 2. The result-
ing code D ®z,, C has n =705 qubits and encodes at
least k = dim(H,(D/Z15)) = 195/15 = 13 logical qubits,
where the calculation follows from the Kiinneth formula
for fiber bundle codes [53]. The X and Z parity checks
have approximate average weights of 10 and 6, respec-
tively. An exhaustive probabilistic distance search with
ODistRnd [56] showed that the code distance is at most
15; we believe that this bound is saturated. Hence, the bal-
anced product code has expected parameters [705, 13, 15]]
and all qubits (including check qubits) can be partitioned
into 47 modules with 30 qubits each. In comparison,
encoding 13 qubits into rotated surface codes with the
same distance requires 2925 data qubits. The parity-check
matrix used for code D and parity-check matrices Hy and
H7 for the balanced product code can be found online
[51].

VII. CONCLUSION

We have proposed a novel correspondence between two
concepts from distinct, rapidly evolving domains: QLDPC
product code constructions and modular quantum comput-
ing architectures. Using tools from homological algebra
that have been used in constructions of product codes, we
give a novel way to view modular architectures as chain

complexes and show that valid quantum codes that respect
the given architectural constraints can be constructed from
products of such chain complexes. Our results consti-
tute an essential further step towards closing the gap
between recent theoretical breakthroughs around asymp-
totically good quantum codes and practical applications of
QLDPC codes. In particular, due to the formalization of the
looped pipeline architecture, we show practical relevance
of our work.

As a direct extension of this work, it may be possi-
ble to generalize the considered constructions by allowing
modules to have different intermodular connectivities. This
renders the construction more complex and product con-
structions such as those used in this work might a priori
not be applicable. Moreover, a further generalization of our
approach could be considered by investigating layouts of
modular architectures. That is, by considering layouts of
layouts of modules. It may be possible that such construc-
tions can also be described using product constructions
as described in this work, but we leave an exact formu-
lation open for future work. On a more practical note, it
would be valuable to find small instances of QLDPC codes
that can readily be realized on currently available architec-
tures in order to draw comparisons to recent experimental
breakthroughs around surface code realizations.

In general, many open questions around practical
aspects of QLDPC codes remain. An important exam-
ple is how to do fault-tolerant logic on QLDPC codes.
Investigating further areas of their potential and more prac-
tically relevant regimes around QLDPC codes is a crucial
area of research towards scalable fault-tolerant quantum
computing.
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