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Open quantum systems are ubiquitous in the physical sciences, with widespread applications in the areas
of chemistry, condensed-matter physics, material science, optics, and many more. Not surprisingly, there
is significant interest in their efficient simulation. However, direct classical simulation quickly becomes
intractable with coupling to an environment with an effective dimension that grows exponentially. This
raises the question: Can quantum computers help model these complex dynamics? A first step in answering
this question requires an understanding of the computational complexity of this task. Here, we map the
temporal complexity of a process to the spatial complexity of a many-body state using a computational
model known as the process-tensor framework. With this, we are able to explore the simulation complexity
of an open quantum system as a dynamic sampling problem: a system coupled to an environment can
be probed at successive points in time—accessing multitime correlations. The complexity of multitime
sampling, which is an important and interesting problem in its own right, contains the complexity of master
equations and stochastic maps as a special case. Our results show how the complexity of the underlying
quantum stochastic process corresponds to the complexity of the associated family of master equations
for the dynamics. We present both analytical and numerical examples where the multitime sampling of an
open quantum system is as complex as sampling from a many-body state that is classically hard. This also
implies that the corresponding family of master equations is classically hard. Our results pave the way for
studying open quantum systems from a complexity-theoretic perspective, highlighting the role quantum
computers will play in our understanding of quantum dynamics.
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I. INTRODUCTION

With the rapid improvement in quantum computing
technologies, there is increasing interest in finding practi-
cal problems that will demonstrate a quantum advantage
over classical methods. A leading candidate is the sim-
ulation of strongly correlated quantum systems [1]. A
compelling subclass of these dynamics is that of open
quantum systems, the correlations of which lie between
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an accessible system and an inaccessible environment.
These constitute some of the most challenging yet fas-
cinating physical phenomena and underlie the fields of
quantum chemistry, materials science, and condensed-
matter physics [2—6]. Contexts range from the study of
strongly correlated materials such as glass-forming lig-
uids [7] to conformational dynamics of proteins [8] and
to understanding the efficiency of photosynthesis [9].
Understanding the dynamics of open quantum sys-
tems—in terms of master equations, stochastic maps, or
their multitime correlations—requires additional consid-
erations over closed ones. Naively, classical simulation
of a small system may seem tractable but accounting for
the relevant effects of environmental coupling on sys-
tem evolution increases the problem manifold. From the
opposite angle, one might ask whether the simulation of
an open quantum system is as difficult as solving the
entire dilated dynamics. But this approach is asking too
much: the most compressed description of a system can
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often be ignorant to the specifics of the environment. The
true difficulty of the problem lies somewhere in between.
Coherent system-environment (SE) interactions can lead
to an exchange of information between the two and can
generate highly complex temporal correlations across the
system dynamics. In other words, it is the complexity of
the memory—or the non-Markovianity—that governs the
difficulty of the problem. At one end of the spectrum, mem-
oryless dynamics are almost as easy to solve as the closed
dynamics of the system. At the other extreme, the evo-
lution of the system can be every bit as complex as the
system and its environment. Precisely identifying, defin-
ing, and exploring this transition is the purpose of this
work.

So, then, exactly how complex are non-Markovian pro-
cesses from a complexity-theoretic perspective? How hard
is it to classically simulate a master equation, a stochastic
map, or multitime correlations? Answering these ques-
tions will inform us about which physical problems may
be good candidates for simulating on quantum computers
and which are solvable with classical methods. Moreover,
this will inform as to how quantum simulations should
be designed on real quantum devices, to extract meaning-
ful information from complex quantum processes [10—12].
And, more fundamentally, it is the key to determining if
multitime correlations of a single qubit can be complex,
if a noisy process can be complex, and, consequently,
if we will see any computational advantage using noisy
intermediate-scale quantum (NISQ) devices.

The efforts to model the non-Markovian quantum
dynamics on classical computers are vast and the simula-
tion complexity of many models is well studied. However,
typically, the complexity of classically simulating open
quantum systems is attributed to the difficulty of solving
the closed dynamics of the system and its environment,
which we refer to as dilated complexity. In this setting,
the computational cost of direct simulation scales exponen-
tially with the size of the environment. Numerous classical
techniques exist to tackle the simulation of these complex
environments [13,14], including automated environment
compression [15], time-evolving matrix product opera-
tors [16], path-integral-based approximations [17—19], the
ensemble of Lindblad’s trajectories [20], and quantum
Monte Carlo [21-23].

Specific dimension-based metrics have been proposed
to quantify the simulation complexity. This includes the
transfer-tensor method [24-27], the matrix bond dimen-
sion of the minimum effective environment [28], and the
rank of the time-delay matrix [29]. Yet, their relation to
specific physics models remains tenuous. It is important
to note that the dilated complexity will always be greater
than or equal to that of the actual simulation complexity.
In other words, the latter should not be burdened by the
cumulative task of incorporating all environmental degrees
of freedom and then subsequently reducing the problem

back to the open dynamics by means of a partial trace.
On the other hand, the classical algorithms listed above
are not always accurate with long-time dynamics or strong
system-environment coupling [30]. This suggests that the
simulation complexity may indeed be on par with the
dilated complexity in these settings.

Our approach is to think about simulating open quan-
tum dynamics, which includes master equations, stochastic
maps, and multitime correlations, as a quantum sampling
problem. Indeed, from a complexity perspective, sampling
complexity is used as a definition for simulation complex-
ity, since it replicates what is obtainable in an experiment
where a quantum state is prepared, evolved for some fixed
time, and then measured [31]. This perspective has led to
several key proposals for quantum advantage, including
BosonSampling [32], instantaneous quantum polynomial-
time (IQP) [33], and random circuit sampling (RCS) [34],
as well as more physical models such as driven many-body
systems [35], Ising spin models [36], and bosonic lattice
models [37]. However, attempts to incorporate the effects
of interaction with an uncontrollable environment on the
sampling complexity of a quantum system have been
restricted to Markovian, or memoryless, processes [38,39].
Once again, the conventional sampling problem consid-
ers the dilated simulation complexity of a closed system.
Thus, our key proposition for open quantum dynamics is
to sample a single system at many consecutive times. The
task therefore sheds the environmental baggage and distills
the question of open quantum system complexity solely
to a single controllable system. The presence of complex
temporal correlations directly translates to the complexity
of this task. We formalize this approach using a compu-
tational model known as the process-tensor framework, a
complete mathematical description for quantum stochastic
processes [40].

Our work is structured as follows. We begin in Sec. II
by describing the process-tensor framework in detail and
arguing why it is an ideal computational model for defin-
ing the task of sampling an open quantum system over
time. Using our model, we show that dynamic multitime
sampling of an open quantum system has an equivalent
representation as a sampling problem on a many-body
state, formalizing a relationship between the complexity
of states and the complexity of processes. We then argue
that the complexity of the underlying quantum stochastic
process is comparable to the complexity of the associ-
ated family of master equations. In Sec. III, we define
the complexity class open dynamic quantum polynomial
time (OpenDQP), which is the class of problems solv-
able within our model, and use its relationship to other
complexity classes to classify how complex an open quan-
tum system can be. This complexity class is then examined
under several sampling models, including the Heisenberg
interaction in a spin chain, IQP, and random processes,
where we identify instances of OpenDQP that exist in
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BQP \ BPP and are thus hard to classically sample from.
The backslash denotes the relative complement of BPP
with respect to OpenDQP. Ultimately, our results clarify
possible avenues to quantum advantage in simulating open
quantum systems.

II. COMPUTATIONAL MODEL FOR OPEN
QUANTUM DYNAMICS

We begin by outlining the type of problems one usually
faces in the area of open quantum dynamics. Most open
dynamics problems either involve quantum master equa-
tions or stochastic maps (also known as quantum channels
or completely positive maps). Master equations are ubiq-
uitous in chemistry, condensed-matter physics, materials
science, quantum optics, and statistical physics [41—43]. It
turns out that, from a complexity-theory perspective, the
complexity of master equations is the same as the com-
plexity of stochastic maps (we elaborate on this below).
However, in general, it is difficult to grapple with the com-
putational complexity of these objects. Thus, our approach
is to focus on the computational complexity of the under-
lying process as described by high-order maps known as
process tensors [40,44,45]. The latter constitute the most
general object in the theory of quantum stochastic pro-
cesses and thus contain both the master equations and
stochastic maps as limiting cases. The process tensor, in
its own right, is also of significant interest for under-
standing and controlling noise in modern quantum devices
[46-49].

We start here by stating the most general master
equation first, the Nakajima-Zwanzig master equation:

memory kernel

local driving —_— ic.

/f"b\ ¢ — =
000 =—i[Hy, pr] + / ds Ks[ps] + Jo - (1)
0

Above, the complexity of the process is entirely in the
memory kernel, which accounts for how the information
from the past affects the state of the system on aggregate.
The local driving term, however, can be responsible for
heightening the complexity. In fact, the master equation
for different drivings can be drastically different. This mas-
ter equation also accounts for stochastic interventions from
the past; these effects are included in the initial correlation
(i.c.) term, as well as the memory kernel.

The dynamics of any open quantum system can be
expressed in the form of Eq. (1) via the Nakajima-
Zwanzig projection superoperator technique [17]. One can
then recover any simplified master equation, including
the most general Markov master equation—the Lindblad
equation—through an appropriate choice of projection
superoperators or by taking approximations of the various
terms [13]. For example, expanding the memory kernel

or initial correlation term to second order in the system-
environment coupling results in a master equation valid
in the weak-coupling regime, which is well suited for the
study of many chemical systems [50].

While there is some progress in understanding the com-
putational complexity of the Nakajima-Zwanzig master
equation (NZME), it is largely in terms of the dilated com-
plexity. However, there are recent works that bound the
dimension of the environment from below by borrowing
on similar methods from classical probability theory [29].
We note here in passing that all of our results focus on the
dynamics of small systems; it is well known that the open
dynamics of many-body quantum systems can encapsulate
all of quantum computing [51].

Here, we consider the computational complexity of
the underlying quantum stochastic process to determine
whether a master equation or a stochastic map is classi-
cally tractable. We first introduce the process-tensor frame-
work, which describes quantum stochastic processes in full
generality, and then we argue that the sampling complex-
ity of the process is indicative of the complexity of the
corresponding family of master equations.

The task of approximately sampling the output proba-
bility distribution of a quantum state has been considered a
good representation for what it means for a classical com-
puter to simulate a quantum system—capturing the exact
obtainable behavior of a quantum experiment. This task
is the foundation of the conventional quantum sampling
problem and has been shown to be classically hard for
a number of quantum systems [32,33,52]. To reach our
goal, we need to account for the interaction of a system
with an environment that is often out of the control of
the experimenter, as well as capture interesting dynamical
properties of the process, such as temporal entanglement
and causal relations. Just as sampling an entire many-body
state allows us to infer all k-body spatial relations, we must
sample our system across many times to capture all multi-
time correlations arising from strong interaction of a sys-
tem with a complex environment [40,44-46,53,54]. Our
first task is, therefore, to generalize state-based sampling
complexity to a temporal version capable of capturing the
rich multitime physics of open quantum systems. This is
precisely what the process tensor enables—namely, it has
an equivalent representation as a quantum state. From this,
we show that quantum sampling problems are not only
a motivating tool for our newly defined temporal sam-
pling problem but can be formally placed on an equal
footing.

A. The process-tensor formalism

Consider the setup depicted in Fig. 1(a). An initial sys-
tem coupled to an environment evolves freely as described
by unitary dynamics, U;;_; between times #,_; and ¢,
Here, we consider the

where Uj;;—1 (1) = uj;—1 () “jTij—l'
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FIG. 1. The process-tensor description of open quantum sys-
tems. (a) A circuit-form depiction of the process tensor. The
unitaries U;,;_; describe arbitrary SE' dynamics. Control oper-
ations A; are implemented at times #;. Measurement outcomes
at each time generate a probability distribution conditioned on
the set of controlled operations. (b) A k-step process-tensor Choi
state. One half of a fresh Bell pair <I> is swapped in at each time
7z Temporal correlations are then mapped to spatial correlations
in the Choi state. Projecting the Choi state onto the Choi state
of the controlled operations corresponds to sampling from the
many-body state.

general case of a dy;-dimensional system interacting with
a d,-dimensional environment. At successive times, #) <
t < --- < t, the experimenter can probe the system with
instruments to gain information about its properties. Each
manipulation of the system at time #; corresponds to a trace
nonincreasing completely posmve (CP) map, A;, repre-
senting any manner in which the experimenter chooses to
probe the system. For example, the experimenter could
choose to measure the system according to the posi-
tive operator-valued measure (POVM) M,; and then, on
observing outcome x;, feed forward the quantum state Py, .

Here, the map describing the experimental manipulation of

the system is given by A(’ [p] = Tr(My; p)py; -

More generally, the probability of observing out-
comes Xy ‘= {Xt,Xr—1,...,%} following the application
of instruments Ji.o := {Jr, Ji—1,- .., Jo} represented by
the set of CP maps Ay_1.0 := {As_1,..., Ao} and measure-
ment apparatus {Hi"} at times Ty := {tx, ti—1,..., 4} 18
given by

P (xeoldio) = Tr (T1{ Uy -

U1./4(()x0) [pffE])
= Tr (T [n“k),...,Agx°>]), ?)

where we shorten our notation to U;.,;_; := U; and intro-
duce the multilinear functional 7, known as a process
tensor. Note that the instruments here only act on the sys-
tem space, whereas each U; acts on both the system and
the environment.

Equation (2) forms the basis of our definition for simu-
lation complexity. Specifically, these constitute the prob-
ability distributions from which we sample. A process
tensor, 7y, represents the uncontrollable underlying evo-
lution of an open quantum system and its environment
and is depicted by the light-gray box in Fig. 1(a). The
process-tensor formalism is the natural generalization of
the theory classical stochastic processes [54]. In other
words, it contains all spatiotemporal correlations that the
process can exhibit, be they classical or quantum. This
has led to a variety of investigations into the nature of
temporal correlations, including the following examples:
When does a quantum process contain only classical cor-
relations [55,56]?7 When do the correlations in a quantum
process vanish [57—60]? When are the correlations entan-
gling [45,61—63]? In this work, we ask a complementary
question: When are the correlations in a quantum process
classically hard?

To do so, we consider sampling from a quantum process
with operations 4;. These allow us to infer all statistical
information about the underlying process, as well as com-
pute quantities such as local observables of the system at
each time, #;. Sampling from the distribution in Eq. (2),
therefore, gives us all the properties of an open quantum
system that we could hope to gain with an experiment,
making it the ideal candidate for representing the simula-
tion of these systems. We refer to this task as a dynamic
sampling problem. Note that characterization of distribu-
tions of this type has already been shown to be possible on
quantum devices; our work has immediate implications for
real-world analysis of open dynamics [47—49].

Given a description of the initial SE state, the set of uni-
taries Uy.; := {Uy, ..., U1}, and instruments Jj.o, we define
the complexity of simulating an open quantum system as
the classical complexity of sampling from the resulting
temporal output distribution, D5, given by Eq. (2). This
output distribution is conditioned on both the number of
sampling times, k£ + 1, and the choice of instruments, Jj,
which form the parameters of our complexity analysis.
Consequently, the complexity of simulating an open quan-
tum system may be classified as easy in some regimes and
hard in others. In fact, as we analyze different open quan-
tum systems in Secs. IV and V, we identify simulation
tasks that depend on the number of sampling times and/or
the choice of instruments. The latter is of particular prac-
tical importance, since during any simulation of a process
on real hardware, it is impossible to separate the opera-
tions required for implementing the SE dynamics from the
operations required to measure the system and gain useful
information about the process.
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B. The equivalence of multitime and many-body
sampling

Through a generalization of the Choi-Jamiolkowski
isomorphism (CJI), the process-tensor mapping 7; is in
one-to-one correspondence with a many-body state Yj..
Consequently, every dynamic sampling problem has an
equivalent representation as a state-based sampling prob-
lem. The state representation of the process may be real-
ized via the circuit shown in Fig. 1(b). At each #;, one half
of a fresh maximally entangled pair is passed through the
corresponding U;. Temporal correlations are then mapped
onto spatial correlations between each of the subsystems.
The resulting Choi state Y. constitutes a (2k + 1)-partite
state shown by the light-gray box in Fig. 1(b). Similarly,
each of the CP maps A; correspond via the CJI to a matrix

flj. Equation (2) can then be rewritten as [61]

P %0l T s Jo) = Tr [Tk;o (nk ®&f_];0>] ,
(3)

where Ak_1;0 = ®]k;(1) A;x]').

Equation (3) represents the spatiotemporal generaliza-
tion of Born’s rule [53,64] and, consequently, demon-
strates that operations on a system at successive points in
time correspond to observables on the process-tensor Choi
state. The circuit in Fig. 1(b) is, therefore, a sampling prob-
lem on a 2k 4+ 1 many-body state that is equivalent to a
temporal sampling problem on a k-step process.

C. Master equations, stochastic maps, and process
tensor

We are now in position to reexamine the master equa-
tions and stochastic maps, with an understanding of the
basic structural elements of the process-tensor framework.
First, it is clear that given a k-step process-tensor Choi state
Y10, we can obtain the Choi state of all stochastic maps
{é_}:i} with 0 < i <j < k (where the Choi-state represen-
tation is indicated by a hat). This is trivially obtained by
choosing all 7 to be the identity instrument except at times
iandj, such that

Ei=Tr, 5 | T [ @ @4 ]|, (4)

i<m<j

where € is the Choi state of the stochastic map, & =
|&+) DF| where |®%):= (]00) + |11)) /+/2 is the Choi
state corresponding to the identity instrument, and i;,, 6 )
indicates the trace over all process-tensor legs except i1
and o;. Note that there is an implicit identity on each of
the traced process-tensor legs. Next, it has recently been
shown that this same family of stochastic maps serves as a

discrete version of the Nakajima-Zwanzig master equation
by means of the transfer-tensor method [24,65—67]. The
precise details of this derivation can be found in Secs. 3 and
4 of Ref. [65]; however, we include a summary of the main
ideas here so that the reader can follow the subsequent
arguments.

The transfer-tensor method encodes correlations
between two discrete times # and ¢ into a tensor 7; e
Using this, the evolution over the time interval [0, k]
can be rewritten as propagation in a multiplicative fash-
ion via the set of transfer tensors over some choice of
intermediate times 0 < i <j < k. Without loss of gener-
ality, we can assume that the total time interval is divided
into equally spaced discrete times with the time resolu-
tion given by 8t = t; — t;_;. Assuming periodicity of the
dynamical maps, the tensor formalism can then be used
to propagate the system to later times in an efficient man-
ner. Specifically, the transfer tensors are defined in terms
of the operationally determined set of stochastic maps

{&.itox as

9]
Tﬁk”k—l = S[k5tk—l and
k
k—=j) k—m)
Tt<k:(]‘ = gfkifj - Z T'l(‘k:t,:” gtm:tj . (5)
m=j+1

The evolution of a system p from £, to # is then given by

k—1
2 : k—j) —

Py, = Tt(k:t/] IO{,' + Sigitgs (6)
Jj=0

where E,,., is the initial correlation term.

If the stochastic maps are periodic with period 7 =
cdt for some ¢ € Z, such that 5tk+T:tj ir= S,k:tj, then the
transfer tensors will also be periodic, such that
ity = Yf,flc;zjﬂ- (7)
Then, evolution of the state to any arbitrary time
tn 1s given by Eq. (6) by associating Zfi);,m_l with

t,i),; mod T+I8t:t,, ; mod T*

Finally, by substituting Eq. (6) into the difference
between #; and #,_;, we recover a discrete version of the
NZME. In Ref. [65], this is shown to be identical to the
master equation if we take the sampling resolution to be
infinitely small. Thus, the process tensor contains both
stochastic maps and master equations as limiting cases.
One only has to make sure that the time resolution §¢ is
fine enough to approximate the time derivative in Eq. (1)
well.

Importantly, Eq. (4) illustrates that if we consider a pro-
cess tensor as a many-body state, then a master equation
is sampling from that state by contracting it with the Choi
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states of instruments at all times except i and j . In Eq. (4),
the Choi state ®* corresponds to the identity instrument
resulting in a nondriven master equation. For local driving,
the Choi state of the instrument is a maximally entangled
state of the form

Wt (Hy) = (exp{—iH} @ 1) Y _ i), (8)

where H, is a time-dependent Hamiltonian, meaning that
the instrument will change in time. Thus, construction of
any master equation can be represented as sampling from
the projected Choi state of the associated process tensor to
the spaces of i andj for a set oftimes 0 < i <j < k. Ifthis
sampling task is hard, then so is simulation of the master
equation.

Thus, going forward, we only consider the computa-
tional complexity of process tensors. This is because the
complexity of a process tensor represents the complex-
ity of the underlying quantum process. If this is hard,
then—we posit—so will be the family of master equa-
tions that are contained therein. Our strategy is to show
that, for a given process, there are sampling regimes that
are classically hard. We do this for Shor’s algorithm, the
Heisenberg Hamiltonian, and several well-known models
of quantum computation. We also then present numerical
evidence for the hardness of process tensors generated by
random circuits and random Hamiltonians.

III. THE COMPLEXITY CLASS OpenDQP

With a clear definition for the task of simulating open
quantum systems, we now turn to classifying their com-
plexity. We are particularly interested in studying the
boundary between when this task is classically easy ver-
sus hard, since we can consider this the point at which
a system displays truly complex or quantum features.
This corresponds to the boundary between the complexity
classes BPP and BQP, the class of problems solvable by a
probabilistic classical and quantum computer, respectively.
To formally relate examples of open quantum systems
to these classes, we define the complexity class open
dynamic quantum polynomial time (OpenDQP), which
encapsulates the set of problems solvable in our model.

The dynamic sampling problem that we describe bears a
close resemblance to the complexity class dynamic quan-
tum polynomial time (DQP), defined by Aaronson in Ref.
[68]. DQP is the class of problems solvable by a BQP
machine when given access to an oracle that can return
a sample over the probability distribution of the classical
histories of a quantum circuit. Using this model, Aaron-
son shows that DQP is slightly more powerful than BQP.
However, the ability to sample the histories of a cir-
cuit without actually implementing a measurement is, of
course, unphysical. Motivated by the study of physically

implementing a dynamic sampling problem on a quan-
tum computer, we define the analogous complexity class
OpenDQP as follows.

Definition 1: OpenDQP. The class of sampling prob-
lems S = {D(x)’j}x€ 1011+ for which there exists a quantum
polynomial-time algorithm Q, such that given the initial
state ng of size n, unitaries Uy, and instruments Jj.o as
input, outputs a sample x = {x,...,xo} from distribution
R(x), in time poly(n, k), such that

_ k — 1
IR — D@l < e for e—O(poly(k)). ©)

It is important to note that there must exist an effi-
cient classical description of the initial state, unitaries U;,
and instruments A;; otherwise there could exist an envi-
ronment that could compute problems outside of BQP
and return the answer to the system. We therefore require
unitaries that decompose into a polynomial number of
one- and two-qubit gates. Similarly, we restrict our atten-
tion to instruments of the same description. A process
is then efficiently classically simulable if there exists a
polynomial-time classical algorithm that outputs a sample
from distribution R (x)—i.e., one that can sample from the
output distribution of the process up to additive error. This
is consistent with the notion of “weak” classical simula-
tion, which achieves polynomial accuracy in polynomial
time (for further discussion, see Ref. [69], particularly Sec.
2.3). It follows that our sampling problem can be con-
sidered easy(hard) if it can(not) be efficiently classically
simulated.

It is worth reiterating here that when sampling an open
quantum system over time, the resulting probability dis-
tribution in Eq. (3) depends on the choice of instruments
J; and the number of sampling times k. In fact, the instru-
ments themselves may be every bit as complex as a process
and have the potential to significantly change the complex-
ity of the resulting sampling task. This is not surprising
since, even in the classical case, a measurement apparatus
that depends on all previous measurement results would
be exponentially hard to simulate. Here, the sequence of
control operations may have both classical and quantum
correlations, forming testers or process-tensor duals, as
described in detail in Appendix A. As we show, for a fixed
underlying process, these variables have the power to ele-
vate a sampling problem from one in BPP to one that is
in BQP \ BPP. In what follows, we refer to a process as
hard (or complex) if there exist a set of dependencies J; or
a number of sampling times such that it is classically hard
to simulate.

When considering the complexity of master equations, it
is useful to define the complexity class OpenDQP in terms
of the total number of sampling times k. We denote this
OpenDQP,. Nondriven master equations and those with
a constant local field then form the subset OpenDQP, €
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OpenDQP,. These correspond to a k-step process ten-
sor with identity instruments or identical fixed operations
inserted at all times except i and j in order to construct
the stochastic map &;.;. We include constant fields in this
description, since these time-independent operations could
be incorporated into the underlying system-environment
interaction. By comparison, a driven master equation will
have a set of time-dependent control operations .4;, and
thus exists within OpenDQP,. These sets then form the
family of master equations associated with an underlying
quantum stochastic process.

IV. COMPLEXITY OF PROCESSES

Since the task of classically simulating any open quan-
tum system can be framed as a problem within OpenDQP,
the computational power of this complexity class gives an
indication of how hard it is to simulate these systems. In
this section, we begin by establishing the relationship of
OpenDQP to existing complexity classes to broadly clas-
sify its computational power. Subsequently, we consider
a number of specific open quantum systems, in order to
identify instances of OpenDQP that are classically hard
to simulate.

A. BQP € OpenDQP = SampBQP

It immediately follows from our definition that BQP <
OpenDQP and thus OpenDQP is at least as powerful as
standard quantum computation. BQP is the class of deci-
sion problems solvable by measuring a single qubit with a
bounded error rate [31]. Thus, any problem in BQP can be
represented as a sampling problem in OpenDQP restricted
to a single time. If we prepare an initial state |0)®", apply
a polynomial-size quantum circuit Uj.g, and then measure
in the computational basis on the system at time #;, we
recover BQP.

We then observe that SampBQP = OpenDQP; that
is, we can represent any conventional state-based sam-
pling problem as a dynamic sampling problem on a mul-
titime process and vice versa. Equivalently, this result
states that quantum processes and quantum states can be
equally complex. We show that OpenDQP C SampBQP
in Sec. III and thus states are at least as complex as
processes. Sampling from any multitime process can be
represented as sampling from a many-body state via the
CJI, where operations at different times correspond to
observables on the Choi state. To show the reverse inclu-
sion—that SampBQP < OpenDQP—we show that the
output distribution of any state can be represented as the
output distribution of a multitime process.

The logic follows the circuit diagram in Fig. 2. Con-
sider an arbitrary quantum sampling problem on a state.
This is computed by taking an initial SE n-qubit state |0)®"
and evolving it via a circuit that corresponds to unitary U.
At this point in time, the SampBQP problem involves

E (3%
(Yo ! .
é Gn—2 o
{ gs | S 1 L 7 § o :[
____________ 2R A O A s =
) T X9 Tn—1

FIG. 2. A process with a temporal probability distribution
equivalent to the spatial distribution of the initial state 1. A mea-
surement at time # constitutes a measurement of an environment
qubit (here indexed as g;_) and results in outcome x;. A new
state |0)(0] is fed into the subsequent input leg of the process.

sampling from the distribution of the output state given
by p(x) = |(x|U]0)®"|?, where x is a length-n bit string.
We label the resulting state ¥y and consider it the initial
system-environment state now entering our process. We
then measure the system, resulting in outcome xy. Next,
we insert a SWAP gate acting between the first qubit of the
environment, gy, and the system, followed by a measure-
ment and result x;. This process is repeated for each of the
n — 1 qubits in the environment, resulting in a n-step pro-
cess tensor. Following the circuit lines, we can see that the
probability of the length-z bit string obtained from sam-
pling the system, (xg,x1,X2,...,X,—1), iS precisely that of
the state .

Finally, we note that state complexity is necessary for
process complexity. By this, we specifically mean that the
system-environment state must be hard to sample from at
least a single time during the dynamics. This hardness may
be conditioned on a previous operation on the system. If
this was not true, then we could directly simulate the SE
dynamics and compute the reduced output on the system.

B. Illustrative example: Shor’s algorithm
c OpenDQP

Having established that OpenDQP is at least as pow-
erful as quantum computation, we are particularly inter-
ested in finding problems that exist within OpenDQP
but that are outside BPP. This subset of problems rep-
resents quantum stochastic processes that are hard to
classically simulate and their existence provides evidence
for quantum advantage in simulating open quantum sys-
tems. Shor’s algorithm for factoring integers is in the class
BQP and provides an exponential speed-up over the best-
known classical algorithms. As a result, factoring is widely
believed to be outside BPP, although there is not yet strong
complexity-theoretic evidence for this [32].

Here, we show that Shor’s algorithm can, in fact, be
cast as a sampling problem on a quantum stochastic pro-
cess and provides a natural introduction to the conceptual
idea of mapping state complexity onto process complex-
ity through the process-tensor framework. This, in turn,
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shows that there are quantum stochastic processes that are
classically hard, provided that factoring is classically hard.
In fact, Kitaev’s one-controlling-qubit trick for factoring
an integer already serves as a preexisting example of the
conversion from state sampling to a dynamic sampling
problem [70-72].

The order-finding circuit for factoring an n-bit integer,
N, is shown in Fig. 3(a). Here, the upper register of 2n
qubits (where n = log N) is a quantum superposition of
integers 0,...,N? — 1, followed by a modular exponen-
tiation circuit of 2n controlled modular multiplications
Uij , which collectively transform |x) to |(ax) mod N). The
inverse quantum Fourier transform (QFT) circuit is then
applied to the upper register, followed by a measurement

a
(a) &
®2n H o FT—l
|O> @ o Q
{H]}
[0}— L] | ] B
A U S
|1)— 2 L ] B
(b)
(o)
|0/ Uzo U31
1

FIG. 3. Shor’s algorithm. (a) The order-finding circuit for
Shor’s factoring algorithm of a n-bit integer as described in the
text. The unitaries perform modular multiplication and collec-
tively transform |x) to |(ax) mod N). The inverse QFT, subse-
quent measurement, and classical postprocessing give the period
of the function /" (x) = @* mod N. (b) Shor’s algorithm as a pro-
cess tensor. The 2n register is collapsed to a single control or
“system” qubit using the one-controlled-qubit trick. The opera-
tions A; correspond to the gates of the inverse QFT on a single
qubit. At each time 7, a rotation R,,, is performed that depends
on all previous measurement results, followed by a measurement
and reset X , as described in the text. The classical correlations
between these operations are shown by the red dotted line.

and classical processing that gives the period of the func-
tion f (x) = a* mod N.

It has been shown that the factoring algorithm can be
implemented in a semiclassical manner on a single qubit,
plus an ancilla register [71,73]. We summarize the pro-
cedure briefly here, as it is important for understanding
Shor’s algorithm as a process tensor. The key is to con-
dense the entire |x) register into a single qubit, reset and
reused. At each #;, the system qubit acts as the x; bit of
the register, placed into a |+) state and controlling the uni-
tary Ufl] on the ancilla space. Collectively, this computes
a* mod N. The inverse QFT is then performed semiclas-
sically: the control qubit is measured in the Fourier basis
and reprepared into a |+) state. Measurement in the Fourier
basis involves a series of Z rotations conditioned on out-
comes at the previous times, identical to the controlled-Z
rotations in the standard inverse QFT circuit. This proce-
dure is summarized in Fig. 3(b). Importantly, the specific
choice of instruments and the resulting bit string can be
used to efficiently determine the prime factors of a number.
This leads us to our first result.

Result 1: Shor’s algorithm to factor an »-bit number can
be written as a sampling problem from an open quantum
system. This quantum stochastic process is represented by
a 2n-step single-qubit process tensor.

To see this, we first note that the order-finding circuit
of Fig. 3(a) can be represented as a k = 2n step process
in its generalized Choi-state form. The n-qubit register is
now the environment and the 2r qubits of the previous
upper register each form one half of a maximally entangled
Bell pair |®,") = 1/+/2(|00) 4 |11)), which is fed into the
modular exponentiation circuit at time #. The resulting
(2k + 1)-body state is the process-tensor Choi state Yo of
Shor’s algorithm. The inverse QFT coincides with opera-
tions on this Choi state or, equivalently, sampling of the
many-body state. The mathematical construction of the
state Yo is detailed in Appendix C 1.

We can then utilize Kitaev’s proposal to map this state-
sampling problem to a dynamic sampling problem on a
multitime process. This is represented in Fig. 3(b). The
process tensor, shown in light gray, corresponds to unitary
evolution of a SE state according to the controlled mod-
ular multiplication circuits. After each controlled unitary,
we can probe our system with the semiclassical opera-
tions corresponding to the inverse QFT on a single qubit.
At time ¢, if we observe outcome x; = {0, 1}, then the

map representing this transformation is given by A;j [p] =
Tr (M, (RpR")) [+, which accounts for a rotation gate

conditiloned on all previous classical measurement out-
comes, a POVM M, corresponding to measuring in the
X basis and observing outcome x;, and feed forward of the
state |+) for use at the next time step. Shor’s algorithm is,
therefore, a problem that is clearly contained in OpenDQP

and provides a tangible example that suggests that within
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this framework there will exist open quantum dynamics
that are classically hard to simulate in the worst case.

A nice consequence of framing Shor’s algorithm as a
quantum stochastic process is that we identify an instance
of OpenDQP, where the classical complexity depends on
the choice of sampling operations, A; . This establishes our
second result.

Result 2: The process tensor, from which Shor’s
algorithm is derived, is easy to sample from in the com-
putational basis.

This result follows from observing the circuit shown in
Fig. 3(b). If instead of performing the series of measure-
ments, rotation gates, and Hadamard, which implements
the inverse QFT, we simply measure in the computa-
tional basis at each time and feed forward the state |+) =
1/+/2(|0) + |1)), then the state of the system following the
application of any controlled modular unitary is an equal
superposition state. Classical simulation is then given by
the outcome of a coin toss at each time. A detailed proof
of this is provided in Appendix C 1, where we consider
the equivalent problem of sampling in the computational
basis on the Choi-state representation of the process-tensor
version of Shor’s algorithm.

Ultimately, there exists a process-tensor version of
Shor’s algorithm that is easy to sample from in the com-
putational basis but can factor numbers if we sample with
the classically correlated control operations described in
Fig. 3(b). It is quite remarkable that manipulations on a
single qubit alone can elevate the complexity of simulation
from a simple classical stochastic process solvable in poly-
nomial time to one solvable only in quantum polynomial
time.

C. Physical Hamiltonian: Heisenberg interaction
€ OpenDQP \ BPP

Shor’s algorithm provides an introductory example of a
sampling problem in OpenDQP that is classically hard to
simulate given a specific choice of operations. However,
we are primarily interested in the simulation of physical
systems. Here, we present a physical Hamiltonian for the
evolution of a system and environment, which, along with
a set of sampling operations .A; on the system, constitutes a
sampling problem in OpenDQP that is in BQP \ BPP and
is thus classically hard to simulate. Specifically, we show
that the Heisenberg interaction in a spin chain coupled with
operations on the system results in a temporal probability
distribution that is hard to sample from. The general idea
is that in this interaction picture, we can use operations
on the system to construct a complex system-environment
state, and then extract this complexity dynamically.

To see this, we first observe that there exist compos-
ite systems that admit algebraic control (AC) and can be
framed as problems in the complexity class OpenDQP.

The AC approach to quantum control determines the nec-
essary and sufficient conditions such that a composite
system can be completely driven by control operations
on only a smaller subsystem [74]. In this method, there
exists a composite system V=S U E, with controllable
subsystem S, described by the global Hamiltonian Hy +
Y/, (HhY’ ® 15. The time-dependent local controls /4.’
are achieved through the modulating parameters f; (7).

It has been shown that Heisenberg-type chains of N
spin-1/2 particles with arbitrary coupling strengths admit
AC through operations on a single end of the chain [75,76].
This can be represented precisely as a dynamic sampling
problem in OpenDQP. Here, the combined system and
environment form the composite system, with the global
Hamiltonian given by the Heisenberg coupling:

Hy = Jy (XX + Y,Y; + Z,Z;) , (10)
where the subscripts ij denote neighboring qubits and
the Jj; are the couplings. The local controls act only on
the system and correspond to time-dependent sampling
operations. The results of AC mean that in the Heisenberg-
interaction picture, operations on the system can generate
the entire Lie algebra SU(2") on the system-environment
state and are thus universal for quantum computing. The
net outcome is that we can generate any quantum transfor-
mation on the spin chain through operations on the system
alone. In particular, we can generate a system-environment
state which is classically hard to sample from.

We now want to show that this composite system under
AC permits a dynamic sampling problem in OpenDQP
that is classically hard, thus demonstrating a physical
Hamiltonian of an open quantum system that is hard to
simulate. For this problem, it is important that we can effi-
ciently generate complex states using the AC method. That
is, if a state can be prepared in polynomial time by a quan-
tum computer through operations on the entirety of the sys-
tem, then achieving the same control through operations
on the subsystem must also scale polynomially. Unfortu-
nately, there is no general solution that determines whether
this quantum control can be achieved efficiently. For the
general Heisenberg interaction, solving for the controllable
operations in itself is inefficient because the Hamiltonian
cannot be diagonalized straightforwardly. Thus, comment-
ing on the efficiency of the resulting operations is a highly
nontrivial problem. However, progress has been made in
presenting scalable implementation with control on two
qubits and a tunable magnetic field on the environment
[77]. Moreover, local operator control on only a single
qubit in a Heisenberg spin chain has been demonstrated
to high fidelity on a chain of length 3 [78]. Thus, although
implementing any unitary will take an exponentially long
time, we instead only require the implementation of a
unitary that takes our state to one outside of BPP. We
anticipate that there will exist complex states that can be
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FIG. 4. A complex dynamic sampling problem generated by
the Heisenberg interaction on a spin chain. A single-qubit system
interacts with a spin chain with fixed Heisenberg coupling, H.
The upper figure shows a sequence of control operations on the
system in pink and yellow, which can perform arbitrary transfor-
mations of the composite system-environment state. In the lower
figure, these operations result in evolution of the SE state given
by Uy, which results in the spatially complex state v. This is
followed by a series of pSWAP gates between the system and envi-
ronment. The pSWAP gates transfer information from the complex
environment to the system and the corresponding measurements
on the system constitute a classically hard sampling problem.

efficiently generated by operations on the system alone and
assume this to be true in what follows.

We construct our sampling problem as per the circuit
structure shown in Fig. 4. We begin with an initial system-
environment state with fixed nearest-neighbor Heisenberg
coupling. Using the algebraic controllability of this com-
posite system environment, we can then implement a series
of operations .4; on the system at times # until we have
transformed the system-environment state into a complex
state that is classically hard to sample from, i.e., one that is
in SampBQP \ BPP. We label this state 1.

Using the same Heisenberg interaction, we then lever-
age the spatial complexity of the state v and redistribute
the amplitudes of the environment onto the temporally
sampled populations. Specifically, we use our control oper-
ations to engineer a series of partial-SWAP (pSWAP) gates
between each environment qubit and the system, defined as

pSWAP(9);; = exp {—i§(XiX; + Y.Y; + Z:Z)}, (11
where the subscript ij denotes qubits 7 and j. These gates
pass information directly from the environment to the sys-
tem with probability depending on 6. We consider a total of
k successive pSWAP gates between each environment qubit
and the system, with sampling in the computational basis
following each gate. This is repeated for all n — 1 qubits of
the environment, resulting in (z — 1)k sampling times.

The series of pSWAP gates between the environment and
system results in a distribution on the system isomorphic
to that of the constructed system-environment state v and
thus sampling from the system over time is as hard as sam-
pling from this state. For simplicity, we first show that
this is true for an environment of only one qubit. This
can then be repeated iteratively for each qubit that makes
up the environment, since we only interact with a single
qubit at a time in our procedure. We consider the Choi-
state construction of a process with environment in some
initial state [{)r = «|0) 4+ B|1), where instead of feeding
one half of a Bell pair in at each time, we feed in the
|0) state. This is equivalent to the construction using Bell
pairs and it can be realized with the process-tensor Choi
state by projecting all input legs onto [0)0]. At time #;, we
feed in the first ancilla a; = |0); and perform a pSWAPg 4, .
Following this, the environment-ancilla state is [V)g,, =
«|00) — ie®” Bsin6|01) + |10) and the probability that the
environment is in the zero state is 1 — |8|? cos? 6. At time
t, the next ancilla a, = |0), is fed into the process, fol-
lowed by another pSWAP. The feeding in of ancillas is
equivalent to measuring the system and freshly resetting it
to the |0) state. This is repeated k times, at which point the
probability that the environment is in the zero state is given
by Pr[|¥)g = [0)] = 1 — |B]> cos?* #. For a given choice
of 0, if k = O(log€), where € > 0, then the probability that
the environment is in the zero state is

Pr|y)e =10)] > 1 —e. (12)

Ultimately, the environment is in the |0) state with prob-
ability 1 up to additive error and all operations performed
are unitary; thus the resulting distribution on the process-
tensor Choi state is isomorphic to the system-environment
state V.

As a result of this construction, we identify an instance
of OpenDQP that is equivalently hard to the sampling
problem on the state ¥. Thus, for any spatially complex
state, this dynamic sampling problem is classically hard
to simulate. This simple circuit is an illustrative example
of the types of interactions that generate complex dynam-
ics. Here, information from a complex environment is
passed sequentially to the system, which is then measured.
This behavior resembles the physical scenario where com-
plex memory effects in the environment can be temporally
redistributed, affecting the future dynamics of the system.
The temporal complexity here reflects how strongly the
environmental complexity is imprinted upon the system.

D. Clifford processes € OpenDQP \ BPP

We can build on this example and decompose the
Heisenberg couplings and pSWAP gates into Cliffords and
non-Cliffords, which is shown for a single pSWAP in
Fig. 5(a). Treating the Cliffords as the background process
here, the non-Cliffords can be designated as user-chosen
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FIG. 5. (a) The decomposition of a pSWAP gate into Clifford
and R, gates. (b) The decomposition results in a process com-
posed of Clifford gates, with sampling operations R.(0) acting
on the system. For 6 = /4, the sampling operations are T gates.

instruments. As a control problem, this identifies a case in
which the process-tensor Choi state can be exactly con-
structed but from which sampling is hard. This establishes
a sampling problem that is in OpenDQP but outside of
BPP. In other words, the degree of complexity of the sam-
pling problem depends on the choice of operations and can
be controlled at the system level.

First, we consider the pSWAP gates. A single pSWAP act-
ing between two qubits ¢; and g; can be decomposed as
follows. Since XX, YY, and ZZ all commute, we can write
the pSWAP as

exp(—iSXiX;) exp(—i V:Y)) exp(—i§Z:Z).  (13)

Additionally, the XX and YY terms are locally equiva-
lent to ZZ. A single pSWAP gate can then be represented
as shown in Fig. 5(a). We have now decomposed each
PSWAP gate into a series of Clifford gates acting on the
environment and system, plus three 7 gates acting on the
system only. These can be separated into the underlying
SE interaction and sampling operations .4;, as shown in
Fig. 5(b) by the light-gray box and pink R, gates, respec-
tively. This procedure can be extended to all pSWAP gates
and similarly to the Heisenberg interaction of Eq. (10). The
overall result is a process tensor composed entirely of Clif-
ford gates and a sequence of sampling operations .A; made
up of AC operations, T gates, and computational-basis
measurements.

We identify the underlying process as an instance of
OpenDQP, where the SE unitaries are Clifford circuits.
By the Gottesman-Knill theorem [79], if at each time we
choose to measure our system in the computational basis,
then sampling from the output of this Clifford process ten-
sor is classically easy. However, as we identify above,
sampling with a sequence of AC operations, T gates, and
computational-basis measurements is equivalent to sam-
pling from a complex state i and thus classically hard.
This again identifies an instance of OpenDQP where the
choice of sampling operations can elevate our problem

from one inside BPP to a sampling problem in BQP \
BPP.

The ability to control complexity at the system level
is particularly interesting when considering applications
on near-term smaller-scale quantum devices. Currently,
we only have access to a small number of qubits, which
are too noisy to generate the highly entangled system-
environment states required for the simulation of complex
dynamics. However, the noise in these devices is partly
due to the interaction of each qubit with the surrounding
environment, which in itself can generate complex statis-
tics. Being able to control this interaction from a single
qubit would allow the experimenter to access this com-
plex noise as a resource, which might aid in the simulation
of open quantum systems. In fact, the ability to modify
complex temporal correlations has been experimentally
verified on IBM devices, where changing control oper-
ations on a system qubit interacting with a single-qubit
environment allows the experimenter to tune the resulting
temporal entanglement [48].

E. OpenDQP—(1QP) ¢ OpenDQP \ BPP

Having found a member of OpenDQP that is outside of
BPP and having identified how a spatially complex pro-
cess can be linked to a temporally complex process, we
now investigate if all instances of SampBQP that demon-
strate quantum advantage are progenitors of instances
of OpenDQP \ BPP. By considering the instantaneous
quantum polynomial-time (IQP) framework, we show that
this is not the case. IQP circuits, introduced and described
in detail in Refs. [33,80], are a restricted form of quan-
tum computing comprising two-qubit commuting gates
that are diagonal in the X basis. For simplicity, we restrict
our attention to an equivalent description of IQP with
gates diagonal in the computational basis. The circuit
then consists of an initial n-qubit state |0)®”, followed by
H®"CH®" where C is a quantum circuit comprising gates
diagonal in the Z basis. Sampling an IQP circuit amounts
to measuring in the computational basis on a designated set
of output lines. Bremner, Jozsa, and Shepherd [33] have
shown that sampling on all n output lines of an IQP cir-
cuit is hard to simulate classically unless the polynomial
hierarchy collapses to the third level. However, measuring
only O(log n) qubits is in P.

We now turn to our complexity analysis of OpenDQP,
and consider an instance where the underlying system-
environment interaction (the unitaries U;,;_; in Fig. 1) is
an IQP circuit on n qubits, described in Fig. 6. Here, we
take a single qubit to represent our system and the remain-
ing n — 1 qubits constitute the environment. We label this
process OpenDQP—(IQP). The IQP circuit can be equiv-
alently generated by a Hamiltonian diagonal in the X basis
that evolves the input state |0)®” according to [80]
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FIG. 6. (a) The circuit construction of OpenDQP—(IQP). (b)
The decomposition of a two-qubit Z-diagonal gate (A) into a
controlled-R, and single-qubit Z-diagonal gate. (c) Each gate
acting between an environment qubit and the system can be
decomposed according to the description in (b). The net result is a
series of gates acting between environment qubits and a series of
R. gates acting on the system conditioned on environment qubits.
The resulting operations acting on the system are outlined with
the purple traced line.

H=>" Q) hX.

P jpj=1

(14)

Here, there are a polynomial number of » bit strings p that
determine which qubits to apply the product of Pauli X
operators to in each term of the summation.

In this setup, the results of Bremner, Jozsa, and Shep-
herd confirm that the dynamics of the entire SE state
are hard to simulate classically. That is, the dynamics
demonstrate spatial complexity. We now query whether the
dynamics demonstrate temporal complexity and, in partic-
ular, whether the temporal output distribution generated by
the open quantum systems version of IQP is hard to sam-
ple from. We know that spatial complexity of the system
environment is a necessary condition in order to demon-
strate temporal complexity on the system alone. We find
that the process version of IQP can be efficiently classi-
cally simulated using Monte Carlo methods, resulting in
an overall weak classical simulation of the process tensor
for any number of times. This leads us to our third result.

Result 3: Temporally complex processes require a spa-
tially complex SE state; spatially complex SE states are
not sufficient to guarantee temporally complex processes.

To prove this, we provide an efficient classical
algorithm, following the methods in Ref. [33], which out-
puts a sample from the temporal distribution generated by
sampling the process OpenDQP—(IQP). Before proceed-
ing with the algorithm, we provide some intuition for the
types of processes that permit a Monte Carlo simulation by
considering their representation as a Choi state. First, we

note that Markovian processes with a single-qubit system
have a product Choi state and can be efficiently simulated
[44,81]. A separable non-Markovian process, then, is a
probabilistic mixture of Markovian processes. If the clas-
sical distribution governing the mixture can be efficiently
sampled from, then it follows that the non-Markovian pro-
cess can also be efficiently sampled from. This is true for
the process OpenDQP—(IQP).

The proof is given here, with the corresponding
algorithm in Appendix B. Consider the circuit in Fig. 6(a)
on n qubits. The lower qubit represents the system and
the upper qubits represent the (n — 1)-sized environment.
This is a k-step process with & 4 1 possible control opera-
tions. The SE unitaries comprise poly(n) Z diagonal gates,
which can be divided into two separate groups of two-qubit
diagonal gates: those acting between environment qubits
and those acting between the system qubit and an envi-
ronment qubit. Each of these groups also consists of at
most poly(n) gates. Each gate in the latter group can be
efficiently decomposed into a controlled-R, gate with the
phase acting on the system qubit, plus an R, gate on the
environment [82,83], as shown in Fig. 6(b). To compute
the output of this process tensor following a measurement
in the computational basis at each time, we proceed as
follows:

(1) Compile the Z-diagonal gates acting between the
system and an environment qubit into poly(n) con-
trolled R, gates and single-qubit diagonal gates,
where the R, unitary acts on the system qubit.

(2) Consider the total system-environment state at
the end of the circuit. Since this is an equal-
superposition state, tracing over the environ-
ment means that we can stochastically replace it
with a bit string of length » — 1 uniformly at
random.

(3) This length-(n — 1) bit string commutes with the
controlled R, system-environment gates at each of
the time steps and thus the sample may be brought to
the beginning of the circuit. We use this to determine
the phase gates applied to the system qubit.

(4) The evolution of the single-qubit system will then
involve poly(n) single-qubit rotation gates R;, plus
k+ 1 total sampling operations A; at each time,
which can be classically strongly simulated for each
given weak sample of the process.

Due to the ZZ coupling between the system and environ-
ment, operations performed on the system do not change
the population of the environment. Thus, as long as the
sampling operations on the system are strongly simu-
lable—such as a computational-basis measurement and
feed-forward—we can always sample over the uniform
distribution of the environment and strongly simulate the
resulting operations on the system.
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We can now write the Choi state of this process as a
mixture of separable states. For a k-step process, this is
given by

=l

> @ wep)ve

j=0 =1

Yo = 3 (15)

where py is the initial state of the system and the j are
the 27! different (n — 1)-bit binary strings representing
the state of the environment. For a fixed bit j at the ith
time step, 0} represents the cumulative phase applied to one
half of the maximally entangled Bell pair depending on the
string j , which determines the control for the controlled-R,
gates. We then sum over all n — 1 bit binary strings, which
corresponds to tracing over the environment.

From a physical perspective, the fact that OpenDQP—
(IQP) is easy to sample from for any number of times
and any choice of operations is surprising. We are prob-
ing a small part of a very complex system-environment
interaction across multiple times that is, in itself, hard
to sample from. Although there exists an equivalence
relation between the complexity of the set of states and
processes, there are clearly additional requirements on the
system-environment interaction in order to leverage spatial
complexity into temporal complexity. From this, we learn,
at minimum, that a complex process on a single qubit must
either generate temporal entanglement or (if separable) be
described as a mixture of trajectories where the probability
distribution is hard to sample from.

It is worth emphasizing that these results are only
applicable to few-body open quantum systems. Here, we
consider only a single-qubit system. In contrast, open
many-body systems without temporal entanglement can
still be classically hard to simulate, since these many-
body states can exhibit complex spatial entanglement. A
myriad of sophisticated classical techniques are required
to model even Lindblad master equations [84], restrict-
ing classical simulation to modest system sizes. In fact,
from a computational-complexity perspective, there is evi-
dence that large many-body systems evolving according
to an IQP circuit or, equivalently, an Ising model, are
classically hard to sample from at a single time in the
presence of depolarizing noise; otherwise, the polynomial
hierarchy collapses to the third level [85]. We therefore
anticipate that multitime sampling in these instances would
also remain classically hard.

Additionally, even though sampling from OpenDQP—
(IQP) on a single qubit is an easy task, the related problem
of learning the output distribution may still be classically
hard. The difficulty with which quantum stochastic pro-
cesses may be learned constitutes an interesting avenue for
future work [86—89].

F. The Heisenberg interaction and Ising models

We are now in a position to reexamine the Heisenberg
interaction and IQP models in a more general system-plus-
bath approach. Here, we explicitly map out the previous
results in terms of a Hamiltonian of the form Hiy, =
Hs + Hgg + Hg, where S and E refer to the system and
environment, respectively. In doing so, we clarify which
terms may be responsible for the complexity in each of the
models.

First, we note that all of our discussions consider the
dynamics of small systems; in particular, systems that
would otherwise be classically simulable as closed sys-
tems. Therefore, the source of sampling complexity comes
through interaction with an environment and choice of
sampling operations. We begin with the Heisenberg inter-
action in a spin chain. This sampling task can be repre-
sented by the Hamiltonian

Huotal = Hs (1) + o540 (XsXgy + YsYq + ZsZy,)
+Jy (XX, + YY) + Z:Z;), (16)

where Hg(f) = Zmﬁ,,(t)hg") ®1g is a set of time-
dependent operators on the system determined by the
modulating parameters f,,(f), asg, is the strength of the
coupling between the system and its neighboring qubit in
the spin chain, and the final term is the global Heisenberg-
like coupling in the environment qubits. Here, the source
of complexity can come from local driving on the system
alone, which is capable of generating complex system-
environment states through the global interaction in the
spin chain.

In contrast, we observe that the complexity of the IQP
model cannot be determined through operations on the sys-
tem alone. The IQP circuit can be defined by an Ising
Hamiltonian over a graph G = (V, E) such that

Heo= Y 0 XX;+) vk, (17)
{ij}eE keV

where the vertices are qubits, w;; are the interaction
strengths, and the v characterize the strength of the exter-
nal field. In the circuit model, all intermediate Hadamard
gates cancel, resulting in an initial layer of Hadamard
gates, a series of gates diagonal in the Z basis, and a final
layer of Hadamard gates [as depicted in Fig. 6(a)]. Our
system-environment unitary interaction then corresponds
to a Hamiltonian given by

Hia = Hs + ZsZgy + Y ZiZ 11, (18)
J

where Hy is a time-dependent control on the system, gy is
the first qubit of the environment, and the last term is a
summation over all qubit interactions in the environment.

020310-13



ALOISIO, WHITE, HILL, and MODI

PRX QUANTUM 4, 020310 (2023)

As previously noted, due to the ZZ coupling between the
system and environment, operations on the system do not
change the population of the environment and thus can-
not generate complexity. Instead, at a minimum we require
terms that change the population of the environment to
one that is classically hard to sample from. One such pos-
sibility would be the inclusion of local X terms in the
IQP circuit corresponding to a transverse field in the envi-
ronment given by Hr =} Z;Zj1 + X;. Globally, this
system-environment interaction is then a transverse-field
Ising model, where we study the complexity of a small
subsystem. Although this does not preclude the existence
of other classical algorithms to simulate these dynamics, it
does motivate where sources of complexity can come from
in these interactions.

V. NUMERICAL EVIDENCE FOR RANDOM
PROCESSES ¢ OpenDQP\BPP

Having determined the general characteristics of
system-environment interactions that contribute to the
classical difficulty of dynamic sampling, we now return
to the study of physical models. In Sec. IV C, we iden-
tify a physical Hamiltonian, the Heisenberg interaction,
that in principle could result in a dynamic sampling prob-
lem that is classically hard. We now consider two models
that can be directly investigated for their complexity using
numerical benchmarks, thus providing further verification
that classical complexity is obtainable when sampling from
physical models of open quantum evolution. They are
RCS and random matrix sampling. The latter enjoys a
wide range of physical applications [90], such as model-
ing quantum chaos [91], the statistical properties of atomic
nuclei [92], and conductance in disordered mesoscopic
systems [93], while the former has been proven to demon-
strate average-case hardness [52] and is conjectured to be
robust to realistic levels of noise [94], which is essential
for near-term implementations of quantum advantage on
noisy quantum devices. This has led to one of the first
claimed demonstrations of quantum computational advan-
tage through RCS on a 53-qubit superconducting quantum
computer [95].

Here, we present a series of numerical simulations
of an OpenDQP sampling problem where the system-
environment dynamics are random processes based on
these models. First, we examine SE evolution, where the
unitaries are matrices drawn from the circular unitary
ensemble (CUE) with Haar measure. Then, we consider
random Hamiltonians drawn from the Gaussian unitary
ensemble (GUE).

Despite significant progress in the complexity-theoretic
arguments for the hardness of RCS [94], it is still unknown
whether sampling on a reduced output of a random cir-
cuit is hard. Not surprisingly, it is extremely challenging
to prove this directly, so instead we rely on a numerical

benchmark to demonstrate classical hardness by show-
ing that the temporal output distribution of our simula-
tions converges to a Porter-Thomas distribution (PTD)
consistent with quantum chaos [38].

A. Haar-random unitary evolution

We first describe a process with evolution based on the
random circuits utilized in RCS. We consider the process
tensor as shown in Fig. 1(a), with a single-qubit system
interacting with an environment, of total size n. The ini-
tial system-environment state is given by |0)®" and the
unitaries U;;_; at each time step are given by random
matrices drawn from the Haar measure on U(d), where
d = 2" is the dimension of the matrix.

Since the Haar measure is invariant under left and
right multiplication by an independent unitary matrix, we
choose our matrices randomly at each time step so that our
cumulative evolution remains Haar random. From a phys-
ical perspective, we can consider this process as a system
and environment evolving according to a Hamiltonian that
changes randomly in time. While evolution according to
Haar-random unitaries is in itself not a physical model and
can only be achieved by random circuits in exponential
time, the products of random unitary matrices appear in
chaotic scattering and periodic time-dependent perturba-
tions, which has motivated the study of the properties of
composed ensembles of such unitaries [96].

At each of the k times, we make a measurement in the
computational basis. The results of these successive mea-
surements form a binary bit string of length &, which is
sampled according to the output probability distribution
given by Eq. (2).

1. Output statistics

We examine the output probability distribution gener-
ated by sampling our system at a total of £ times. We
consider both the shape of the distribution and the “dis-
tance” of the observed distribution to the Porter-Thomas
distribution. For this, we use the Kullback-Leibler (K-L)
divergence, which for two probability distributions P and
Q is given by

P;
Dxi(P ] Q) = ZPilng- (19)

The Kullback-Leibler divergence provides a measure of
how well the Porter-Thomas distribution approximates
our output distribution. For our calculations, P is the
experimentally determined distribution and Q is the ideal
Porter-Thomas distribution.

In Figs. 7(a)-7(c), we plot the rescaled output bit-string
probabilities Np of our simulations for varying sampling
times k, where N = 2*. For our simulations, we have an
environment of five qubits interacting with a single-qubit
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The output probability distribution for dynamic sampling of Haar-random unitary evolution. (a)~(c) The plots represent the

rescaled probability distributions obtained by sampling at £ times. The simulations comprise a five-qubit environment interacting with
a single-qubit system. The sampling times vary from k£ = 10 on the left, to £ = 50, and to £ = 105 on the right. These are compared
to the orange line, which represents the ideal Porter-Thomas distribution Pr(Np) = e, and the red dashed line, which shows the
uniform distribution §(p — 1/N). Here, N = 2F is the dimension of the output bit string of length k. At short sampling times, the
distribution is peaked around Np = 1 and trending toward incoherent uniform randomness. At k = 50 sampling times, the distribution
is close to an ideal Porter-Thomas distribution, with an average minimum K-L divergence of 0.04, before pulling away at longer
sampling times and demonstrating a characteristic tail suggestive of an insufficiently thermalized system.

system. We begin sampling at £ = 5 times and increase
in increments of 5 until sampling at £ = 105 times. When
sampling at a small number of times [Fig. 7(a)], the dis-
tribution is peaked around the uniform distribution and
appears to be converging toward incoherent uniform ran-
domness. This is to be expected, since if we prepare an
n-qubit random state and sample from only m qubits, then
for m <« n the measured m-qubit state will be close to the
maximally mixed state.

As we increase the number of times we sample, the sys-
tem gradually approaches the Porter-Thomas distribution
[Fig. 7(b)]. However, when sampling at a large number
of times with k£ > O(2"), we observe a larger tail. These
results can be confirmed by examining the K-L divergence
of the output distribution from a Porter-Thomas distribu-
tion as a function of the number of sampling times, as
shown in Fig. 8. The K-L divergence reaches an aver-
age minimum of approximately 0.04 when the number of
sampling times is k£ = 50, before the distributions diverge
again at larger sampling times.

The first and most important finding is that we achieve
an experimental output distribution that closely resembles
a Porter-Thomas distribution when sampling on only a sin-
gle qubit over time. This result provides numerical support
that the RCS version of OpenDQP is classically hard to
sample from. However, as we sample beyond the times
required for convergence to a Porter-Thomas distribution,
our distribution stretches away and demonstrates a large
tail. These tails are seen in previous work simulating ran-
dom circuits [38,97] and are indicative of circuits with
insufficient depth to fully thermalize. We provide further
analysis of these tails in Sec. V C.

It is worth noting here, however, that our results have
significant differences compared to those regarding the
efficient classical simulation of recent quantum advan-
tage RCS experiments. Our process involves a single-qubit
system evolving according to a random circuit that is inter-
acting with an environment that is purely quantum and
random. Our results suggest that a classically simulable

1.001
0.501
(O]
(8]
[
(]
£ 0.20+
o)
=
©
= 0.101
N4
0.05+
0 20 40 60 80 100
Sampling times k
FIG. 8. The K-L divergence from an ideal Porter-Thomas dis-

tribution for Haar-random unitary evolution. The K-L divergence
for sampling times k = 5 to k = 105 is shown for simulations of
a five-qubit environment interacting with a single-qubit system.
Each data point is the average of 30 simulations of the process
for the specified sampling time. The shaded region represents the
standard deviation. For each of these simulations, we repeat our
circuit 10 000 times to compute the probability density function.
The average minimum K-L divergence is 0.0378 for £ = 50.
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small closed system can become complex when interact-
ing with a noisy quantum environment. This is in contrast
to large complex random circuits executed in the presence
of'a simple independent identically distributed (i.i.d.) noise
model. As a closed system, a many-body system evolv-
ing according to a random circuit is classically hard to
sample from [52]. Yet in the presence of two-qubit depo-
larizing noise, this sampling problem becomes classically
efficiently simulable [98]. In fact, it appears that all local
noise models transform random circuit sampling into an
easy problem [99]. Nevertheless, real quantum devices
exhibit both classical and complex quantum noise [48] and
thus determining the complexity of simulating many-body
random systems is not as straightforward as assuming a
simple noise model.

B. Random Hamiltonian evolution

We can utilize the same numerical tools to extend our
complexity analysis to consider a more physical dynam-
ical model, namely, the evolution of a system and envi-
ronment according to a random Hamiltonian. Random
matrix theory has been frequently applied to the study of
nuclear physics, with Hamiltonians drawn from the GUE
and Gaussian orthogonal ensemble (GOE) modeling the
spectral properties of nucleon excitation, particularly the
breaking of time-reversal invariance in nuclei [100].

For our simulations, we consider a simplified model
of a single qubit interacting with a fixed environment of
total size n, initiated in the state |0)®". The unitary evo-
lution operator is now given by U;.,;_; = exp(—iH At;),
where At; corresponds to the time step #; — #;_; and the
Hamiltonian, H, is a matrix selected from the GUE so that
each entry is a random complex Gaussian number. The
output distribution should similarly converge to a Porter-
Thomas type distribution in the limit of large N = 2".
To make this model local, we weight the off-diagonal

matrix elements s; of H with an exponential cutoff, i.e.,
hij — exp{—|i — j|}h;;. Each time step A is then chosen
randomly as a fraction of 2.

1. Output statistics

The output probability distribution for our simulations
of random Hamiltonian evolution is plotted for a number of
sampling times in Fig. 9. Once again, we see a qualitative
transformation in the output distribution from a distri-
bution peaked around incoherent uniform randomness at
short sampling times, to convergence to a Porter-Thomas
distribution, and ultimately the emergence of tails at long
sampling times. Similarly, we see a K-L divergence that
reaches an average minimum of 0.14 with sampling time
k = 20, as shown in Fig. 10.

While ensembles of large Gaussian random matrices
can be used to model the statistical properties of complex
closed quantum systems, we show here that the reduced
dynamics of a single qubit of these larger systems remains
chaotic when sampling over time. If we assume conver-
gence of a probability distribution to the PTD as a measure
of complexity, then this is a further step toward show-
ing that more realistic physical models of open quantum
systems may be classically hard to sample from and thus
simulate.

C. Understanding the tails with random MPS

We now provide a heuristic analysis of the emergence
of tails seen at long sampling times in our simulations. We
specifically consider the Haar-random evolution, although
the explanation equally applies to random Hamiltonian
evolution. Since at each time step we implement a Haar-
random unitary, which corresponds to a circuit of sufficient
depth to demonstrate Porter-Thomas statistics on the entire
system-environment state, we cannot immediately explain
the tails as resulting from a non-fully themalized circuit,

)] (b) (c)
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Simulated distribution
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100 Nl e Uniform distribution
— 10—1 J
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FIG. 9. The output probability distribution for dynamic sampling of random Hamiltonian evolution. (a)~(c) The plots represent the

rescaled probability distributions obtained by sampling at & times. The simulations comprise a five-qubit environment interacting with
a single-qubit system. The sampling times vary from k£ = 5 on the left, to £ = 15, and to £ = 35 on the right. The orange line represents
the ideal Porter-Thomas distribution Pr(Np) = e~ and the red dashed line is the uniform distribution §(p — 1/N).
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FIG. 10. The K-L divergence from a Porter-Thomas distribu-
tion for random Hamiltonian evolution. The K-L divergence is
plotted as a function of the total number of sampling times, k.
A minimum of 0.142 is reached at k¥ = 20. The shaded region

represents the standard deviation computed over 30 runs of the
simulation for each value of &.

although we expect that a similar phenomenon is occur-
ring and that the circuit construction of the Choi state for
this process results in a circuit with insufficient depth.

To see this, we first note that the dimension of the
process-tensor Choi state grows with the number of sam-
pling times k. However, the bond dimension of the state
will be bounded by the effective dimension of the envi-
ronment. We hypothesize that as we increase our sampling
times, the bond dimension of our process saturates accord-
ing to the random SE interaction of our unitaries and yet
the dimension of our Choi state grows. Ultimately, as we
sample at further times, we cannot explore any more of the
environment and sampling from the resulting Choi state

is akin to sampling from a random matrix product state
(MPS) with nonmaximal bond dimension.

We can confirm this intuition by comparing our results
in Fig. 7 with the sampling of a Haar-random MPS
with varying bond dimension. We demonstrate this in
Figs. 11(a)-11(c), where we reproduce the qualitative tran-
sition in output distribution seen in our dynamic RCS
simulations. Of particular note in Fig. 11(c) is the fact that
we are able to reproduce the tail by sampling all qubits of a
12-qubit MPS with nonmaximal bond dimension x = 20.

VI. DISCUSSION AND CONCLUSIONS

In this work, we initiate the study of open quantum sys-
tems from a complexity-theoretic perspective. Specifically,
we examine the classical complexity of sampling an open
quantum system at successive points in time. We show
the existence of quantum stochastic processes that, when
formulated as multitime sampling problems of an open
quantum system, are hard to classically simulate. This
includes both circuit models and Hamiltonian dynamics.

The typical consideration in open quantum dynamics
is to solve the corresponding master equation. We ini-
tially postulate that if the underlying quantum stochastic
process is classically complex, then a member of the asso-
ciated family of master equations will also be hard—which
includes both driven and nondriven master equations. Our
results hence provide a strong foundation for the existence
of master equations that are classically hard to simulate.
In particular, given that complexity in many of our models
can be controlled by system operations, then it is highly
likely that many driven master equations will also be hard.
In fact, our results already enable us to comment on the

() (b) (c)
10*
Simulated distribution
Porter-Thomas distribution
100 N e Uniform distribution
— 10—1 4
A
z
& 10724
10—3 4
1074 ‘ :
0 2 4 6 8 10 0 2 6 8 10 0 2 4 6 8 10
Np Np Np
FIG. 11. The output probability distribution for sampling of a random MPS. We plot the rescaled probability distributions obtained

from sampling Haar-random MPSs, varying the bond dimension and number of qubits sampled. Once again, the orange line represents
the ideal Porter-Thomas distribution Pr(Np) = e~? and the red dashed line is the uniform distribution §(p — 1/N). Qualitatively, these
distributions follow the same transition seen in the simulation of Haar-random unitary evolution and random Hamiltonian evolution
for varying sampling times. (a) Sampling on seven qubits of a 12-qubit Haar-random MPS with maximum bond dimension x = 64.
(b) Sampling on all 12 qubits of a 12-qubit Haar-random MPS with maximum bond dimension y = 64. (¢) Sampling on all 12 qubits
of'a 12-qubit Haar-random MPS with nonmaximal bond dimension x = 20.
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types of processes that will admit hard driven master equa-
tions. If a process is Markovian, then adding a local field
via unitary operations should not change the complexity
of this task and the family of master equations may be
efficiently simulated [81]. However, for a non-Markovian
process, unitary control on the system has the potential to
drastically change the complexity of simulation.

Finding complex nondriven or constant local field mas-
ter equations is perhaps more challenging, since reducing
the number of sampling times requires that the complex-
ity obtained by multitime sampling is propagated when the
remaining process-tensor legs are projected onto identity
operations. In itself, this task is already anticipated to be
a hard problem in the worst case, as shown by the com-
plexity of the DQC1 model [101-103], where a qubit is
prepared, interacts with an infinite temperature bath, and is
then sampled at some later time. In this setting, the set of
maps is limited to those from time # = 0 to any later time
t =t; and the resulting master equation is only valid for
uncorrelated initial states with time-homogeneous under-
lying dynamics and stationary initial-environment states.
Moreover, the specific circuit used to prove the hardness
of the DQC1 model is highly engineered [102] and it is
known that without entanglement, the DQC1 model is easy
to simulate [104]. Nonetheless, even if a single exam-
ple of this restricted model is likely to be hard, then it is
promising that more complicated nondriven master equa-
tions with initial correlations or inhomogeneous dynamics
will also be classically hard to simulate.

To support this, consider the quantum stochastic pro-
cess with initial system-environment state pg = |+)(+|s ®
|0)(0| and Hamiltonian Hgz = |0)(0|s ® Hg, where Hg
is drawn from the Gaussian unitary ensemble as per
Sec. V B. The complexity of the associated nondriven mas-
ter equation corresponds to the set of two-time samplings
within OpenDQP,. Thus, we evolve our state for some
time ¢ according to U, = exp{—iHgzt} = |0)}0|s ® w; +
[1)X1]s ® 1g and sample the system of the resulting system-
environment state, [Ws) = 1/v/2 (0)swi)g + [1)s10)),
where |w;)r = w;|0)g. The corresponding density matrix
is Wgp = |Wsp)XWsgl, such that the reduced density matrix
of the system is given by

1 1 eOlwi)g
s = 2 [E(Wt|0>E 1 :| ' 20)

Repeating this for varying values of ¢ amounts to sam-
pling from the set of stochastic maps {&.o}. When sam-
pling, we can choose to measure in the X and Y bases
with outcomes x and y, respectively; then, (X)? + (¥)? =
|(Olw,)|>. But this is precisely the probability of obtain-
ing the all-zero bit string when sampling the environment
state that has evolved according to Uy, = exp{—iHgt}. And
for randomly chosen ¢, the outcomes will form a proba-
bility density function with an exponential shape like the

Porter-Thomas distribution. In this instance, the complex-
ity of the master equation corresponds to sampling from
the ensemble {|w;)}, which is equivalent to the ensem-
ble of unitary matrices {U%}. In fact, for any complex U,
this master equation will also be complex. The founda-
tional arguments made here pave the way for determining
more general master equations that are classically hard
and, furthermore, to delineate the subsets OpenDQP, and
OpenDAQP,.

This work bridges the gap from spatial to temporal sam-
pling problems, which establishes the pathway to system-
atically examining the complexity of physically significant
models of open quantum systems—e.g., understanding the
paradigmatic spin-boson model. We anticipate that our
results will serve as a firm foundational basis for the explo-
ration of open quantum system simulation as an avenue
to quantum advantage. The ideal application will be in
understanding the complexity of important problems in the
field, such as the effect of coherent driving on dissipative
environments. As we show, quantum computers may find
utility in determining features of interesting open systems:
a straightforward task such as finding the idle dynamics of
a state or as exotic as learning complex multitime features
in a quantum stochastic process.
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APPENDIX A: THE PROCESS-TENSOR
FRAMEWORK

Process tensors are a mathematical framework for
describing arbitrary quantum stochastic processes. The
general setup, as described in the main text in Fig. 1(a),
is that of an accessible system coupled to an inaccessible
environment, which evolve together according to a series
of unitaries U;,;_1. The experimenter can drive the system
with a sequence of control operations Aj_j.9, which may
take the form of measurements, unitaries, or more gen-
erally correlated instruments or testers, which we discuss
below. A process tensor represents all of the uncontrollable
dynamics of the process.

Formally, a process tensor is a multilinear map that takes
in a sequence of operations at different times and outputs
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a final state conditioned on this choice of interventions.
In doing so, process tensors account for the fact that a
choice of operation on the system may affect the future
evolution of the system. However, it is important to note
that the process exists independent of the control opera-
tions and, instead, the control operations, which serve as
input variables into the process, are a choice made by the
experimenter. Mathematically, the controlled dynamics are
given by

ok (Ak=1:0) = trg (Ugk—1 Ak—1 . .. Uro Ao (ng))
= 77(:0 [Ak—lz()] ) (Al)

where 7y is the process-tensor representation of the quan-
tum stochastic process.

In Fig. 1(a), the sequence of operations .A; is depicted
as independent; however, the choice of instruments can
be more general. Specifically, the operations can be
testers with classical or quantum correlations. This can
be achieved through the use of an ancilla interacting
with the system, which may act as a quantum memory.
The resulting tester is then a higher-order quantum map,
given by

where the superscript 4 denotes action on the ancilla.
Equation (A1) can then be rewritten as

ok (Ak—1:0)

= trpq (UL _ AP L US AT (0§F © p7)) -
(A3)

Similarly, the resulting probability distribution is given by

P (x¢oldr0) = Tr (AUEE - - USEAS (05F @ pil)) -
(A4)

Once again, we note that the operations constitute a set of
dependencies for the task of sampling from this probability
distribution. In particular, in non-Markovian evolution, the
choice of operations may influence future statistics.

1. Choi-state representation of multitime processes

Figure 12(a) provides a more detailed circuit diagram
for construction of the process-tensor Choi state using
the generalized Choi-Jamiolkowski isomorphism. At each
time, ¢, one half of a new Bell pair is swapped into the
circuit and interacts with the environment according to
the SE dynamics U;;_;. The corresponding output leg
from the process tensor and the input leg to the next
time step are labeled o; and i; 1, respectively. The result-
ing state on the system and k Bell pairs constitutes the
k-step process tensor, Y., with the tensor legs labeled

Ak—l:O = (HEA‘A}%EI tt ‘AgA (pg)) ’ (A2) {Ok, ik, Ok—15eves il, 00}.
(@) to 31 lk—1 _ (b)
o T
Us. Us. <
Po 1:0 2:1 Sﬁ @ ﬁxO
Ao

; o} -
i Oll— ﬁxl
i2 . T 02 l— I :
o o | (i}
iy 0k l—

FIG. 12. Sampling the process-tensor Choi state. (a) The circuit construction of the Choi state of a k-step process using a general-
ization of the Choi-Jamiolkowski isomorphism. One half of £ Bell pairs is swapped into the process at each time. At the end of the
circuit, a series of SWAP gates reorder the indices to correspond to causal ordering. (b) The resulting Choi state can be sampled with
operations A; and measurement apparatus I, resulting in measurement outcomes x; .
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The controlled operations on the system, which the
experimenter performs at each time, are represented by a
set of CP maps {Ay, A1, ..., Ai_1} plus a final measure-
ment apparatus {I1;}. Each operation has an associated
measurement outcome x;. When considering the process
tensor in its Choi-state representation, these operations
constitute observables of the many-body state and the
resulting temporal probability distribution conditioned on
the choice of instruments is found by projection onto the
Choi state of the operators:

P(xk,...,xolﬂ,...,%)

N ~ T
—Tr [Tk:() (nk ® (A(kx_k;” ® - ® AS‘“) )] :
(A5)

Ultimately, the act of sampling a system sequentially over
a set of times {t, 7, ...,#} is transformed into sampling
of the output of a many-body state, as shown in Fig. 12(b).

APPENDIX B: SAMPLING FROM THE
OPENDQP-(IQP) PROCESS

There exists an efficient classical algorithm to sample
the output of the process-tensor version of IQP. Full details
of this proof are given in the text. Here, we provide the
pseudocode for this algorithm.

APPENDIX C: SHOR’S ALGORITHM
1. Choi state

Here, we provide a detailed construction of the
process-tensor Choi state for the order-finding circuit of
Shor’s algorithm as given by the circuit in Fig. 3(b).
First, we consider a Choi state with indices ordered as
{0k, 0k—1,...,00,1,1k_1,...,1i}. This ordering is consis-
tent with the state that results from the circuit in Fig. 3(a),
where the 2n upper qubit register corresponds to the output

Input: Unitaries Ug.1, number of sampling times k, error
€
Output: sample x from distribution R(x) such that
IR(x) = D(x)jll1 < e
1: for each U; do
2: decompose poly(n) 2-qubit diagonal gates into
controlled-R, acting on the system, and single qubit di-
agonal gates on the environment
3: end for
Pick an n — 1 length bit-string uniformly at random
5: Use the bit-string to fix the controlled-R. gates acting on
the system qubit
6: Apply poly(n) single qubit R, gates and k measurement
operators to the system qubit
7: return k length bit-string x as sample

e

Algorithm 1. Sampling algorithm

legs of each Bell pair and there are an additional 2# input
legs corresponding to the other half of each Bell pair. We
introduce the construction of the Choi state in this manner
first, to familiarize the reader. Following the application
of 2n controlled unitaries, the entire system-environment
Bell-pair state is given by

22n_1

Z lxx)|a@* mod N),
x=0

V) (CI)

- ,/22n

where n = log(N) and the modular exponential function
is defined as f (x) = a¢* mod N. Tracing over the environ-
mental degrees of freedom gives the k-step process-tensor
Choi state:

Yo = trg (Y XV 1)
1 221220

= 5 2 20 D X | ® 1 N @)II2),
zeM x=0 x'=0
(C2)

where M is the codomain of f (x); that is, all y such
that f (x) = y. If we define |¥;) := ) |xx), summed over
all x for which f (x) =y;, then we arrive at the final
representation:

1
Tio = 33, D Wil (C3)

This is the Choi state of Fig. 3(b), up to a reordering of
indices. If we consider indices ordered according to time
evolution, we can construct the associated Choi state that
we project onto our controlled sequence of operations. In
this setting, the final system-environment Bell-pair state is
given by

1
1
== > Ioxodbxix) - [xaxn)
2 X0X1X2...X2, =0
® [P | g2y, (C4)

Once again, we take the trace over the environment to
retrieve the process-tensor Choi state and define |¢;) :=
le_ &), |xix;), where the summation is over all x; such that
f (x) = y;. The resulting Choi state can then be expressed
as

1
Teo = 35, 2 19l (C5)
2. Sampling from the Choi state

Sampling from the process-tensor Choi state corre-
sponds to projection of the state onto the controlled
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so is chosen uniformly at random. Overall, this returns a
number between 0 and 22" uniformly at random.

sequence of operations Ajg. For the inverse QFT, the

general operation at time ¢; is defined as

AV = Tr (ijij p_,Rj,,j) 1. (C6)
Here, m; := {m;,m;_y,...,m}, to indicate that the rota-
tion operation depends on all previous measurement
results. We exclude the index my, since the first operation is
simply a Hadamard gate to prepare the |+) state before the
first controlled modular multiplication. With respect to the
Choi state, we can see that the operation in Eq. (C6) acts
on legs {0;,1;41}. Specifically, at time #;, the operation .4;
takes in the output leg from the process o;, given by state
pj, Totates it according to prior measurements, and per-
forms a measurement in the X basis, before preparing the
|[+);+1 state as input into the process leg i;,1. The rotation
operation Ry, is given by

1 0

with ¢j — e—2ﬂiZ’k;im/7k/2k.

Sampling in the computational basis then corresponds to
operations A;, with x; = 0, and thus the rotation operation
simply corresponds to the identity. Using the construction
of the Choi state for Shor’s algorithm, we can provide an
alternative proof demonstrating that it is classically easy
to sample in the computational basis at each time of the
process. Consider the state in Eq. (C3). Sampling in the
computational basis on the resulting process Y}.¢ then cor-
responds to measuring the output legs {0, 0x_1,...,00} of
this state and projecting the input legs {iz, i1, .. ., 19} onto
the postmeasurement state, which, without loss of general-
ity, we can choose to be |0)(0]. This is, therefore, equivalent
to tracing the lower register of n-qubits in Fig. 3(a) and
measuring the upper register of 2 qubits before the inverse
QFT is performed. For simplicity, we consider the com-
plexity of this equivalent sampling problem. To simulate
the outcome of this sampling problem, we proceed as fol-
lows. The function f* is periodic with period » and the
number of periods is therefore given by 4 = 2%"/r. Taking
the partial trace over the environment amounts to measur-
ing the environment and discarding the result. Since each
possible value of the function f occurs the same number
of times, precisely A4 times, we can select one outcome, ),
uniformly at random. This projects the register of 2 qubits
into an equal superposition of the total 4 values of x such
that ' (x) = yo. The resulting state is therefore

1 A—1
L)) = — 7). C8
|¥20) ﬂ;m + jir) (C8)

Measuring this register then gives a bit string x¢ + jor,
where once again each value of jj is equally likely and
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