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Attaining fault tolerance while maintaining low overhead is one of the main challenges in a practical
implementation of quantum circuits. One major technique that can overcome this problem is the flag
technique, in which high-weight errors arising from a few faults can be detected by a few ancillas and
distinguished using subsequent syndrome measurements. The technique can be further improved using
the fact that, for some families of codes, errors of any weight are logically equivalent if they have the
same syndrome and weight parity, as shown in our previous work [Tansuwannont and Leung, Phys. Rev.
A 104, 042410 (2021)]. In this work, we develop a notion of distinguishable fault set that captures both
concepts of flags and weight parities, and extend the use of weight parities in error correction to families
of capped and recursive capped color codes. We also develop fault-tolerant protocols for error correction,
measurement, state preparation, and logical T-gate implementation via code switching, which are sufficient
for performing fault-tolerant Clifford computation on a capped color code, and performing fault-tolerant
universal quantum computation on a recursive capped color code. Our protocols for a capped or a recursive
capped color code of any distance require only two ancillas, assuming that the ancillas can be reused. The
concept of distinguishable fault set also leads to a generalization of the definitions of fault-tolerant gadgets
proposed by Aliferis, Gottesman, and Preskill.
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I. INTRODUCTION

Fault-tolerant error correction (FTEC), a procedure that
suppresses error propagation in a quantum circuit, is one
of the most important components for building large-scale
quantum computers. Given that the physical error rate is
below some constant threshold value, a FTEC scheme
along with other schemes for fault-tolerant quantum com-
putation (FTQC) allow us to fault-tolerantly simulate any
quantum circuit with arbitrarily low logical error rates
[2–10]. However, a lower logical error rate requires
more overhead (e.g., quantum gates and ancilla qubits)
[11–14]. Therefore, fault-tolerant protocols that require a
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small number of ancillas and give a high threshold value
are very desirable for practical implementation.

Traditional FTEC schemes require a substantial number
of ancillas for error syndrome measurements. For exam-
ple, the Shor error-correction (EC) scheme [2,15], which
is applicable to any stabilizer code, requires as many ancil-
las as the maximum weight of the stabilizer generators.
The Knill EC scheme [16], which is also applicable to
any stabilizer code, requires two code blocks of ancil-
las. Meanwhile, the Steane EC scheme [17,18], which
is applicable to any Calderbank-Shor-Steane (CSS) code,
requires one code block of ancillas. (The Shor scheme also
requires repeated syndrome measurement, while the Knill
and the Steane schemes do not.) There are several recently
proposed schemes that require fewer ancillas. Yoder and
Kim proposed a FTEC scheme for the [[7, 1, 3]] code
that requires only two ancillas [19], and their scheme is
further developed into a well-known flag FTEC scheme
for the [[5, 1, 3]] code and the [[7, 1, 3]] code that also
require only two ancillas [20] (where an [[n, k, d]] stabi-
lizer code encodes k logical qubits into n physical qubits
and has distance d). In general, a flag FTEC scheme for
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any stabilizer code requires as few as d + 1 ancillas, where
d is the code distance [21], with further reduction known
for certain families of codes [20,22–25]. The flag tech-
nique can also be applied to other schemes for FTQC
[26–35].

How errors spread during the protocols depends on sev-
eral factors, such as the order of quantum gates in the
circuits for syndrome measurement and the choice of sta-
bilizer generators being measured. The idea behind the
flag technique is that a few ancillas are added to the
circuits in order to detect errors of high weight arising
from a few faults, and the errors will be distinguished
by their syndromes obtained from subsequent syndrome
measurements. Note that some possible errors may be log-
ically equivalent and need not be distinguished, and for
some families of codes, we can tell whether the errors
are logically equivalent using their syndromes and error
weight parities. Tansuwannont and Leung [1] combines
the ideas of flags and weight parities to construct a FTEC
scheme for a [[49, 1, 9]] concatenated Steane code, which
can correct up to three faults and requires only two ancil-
las. In such a scheme, the weight parity of the error in
each sub-block, which is the lower-level [[7, 1, 3]] code,
is determined by the results from measuring the generators
of the higher-level [[7, 1, 3]] code. The scheme in Ref. [1]
uses very few ancillas compared to conventional schemes
for a concatenated code (which is constructed by replac-
ing a physical qubit by a code block) and is expected to be
applicable to concatenated codes other than the [[49, 1, 9]]
code.

There are families of codes that attain high distance
without code concatenation. Topological codes in which
the code distance can be made arbitrarily large by increas-
ing the lattice size are good candidates for practical imple-
mentation of quantum computers since fault-tolerant pro-
tocols for these codes typically give very high accuracy
thresholds [36–52]. Examples of two-dimensional (2D)
topological stabilizer codes are 2D toric codes [4,53] and
2D color codes [54]. These codes are suitable for physical
implementations using superconducting qubits [24,25,55]
and qubits realized by Majorana zero modes [56,57] since
qubits can be arranged on a 2D plane and only quan-
tum gates involving neighboring qubits are required. Toric
codes and color codes can be transformed to one another
using the techniques developed in Ref. [58] (see also
Ref. [59]).

The simplest way to perform FTQC on a topological
stabilizer code is to implement logical gates by apply-
ing physical gates transversally since doing so does not
spread errors (therefore fault tolerant). Unfortunately, it
is known by the Eastin-Knill theorem that a universal
set of quantum operations cannot be achieved using only
transversal gates [60]. Moreover, logical gates that can be
implemented transversally on a 2D topological stabilizer
code are in the Clifford group [61] (see also Ref. [62]).

The Clifford group can be generated by the Hadamard
gate (H ), the π/4 gate (S), and the CNOT gate [63,64].
A transversal CNOT gate is achievable by both 2D toric
codes and 2D color codes since these codes are in the
CSS code family [65,66]. In addition, the 2D color codes
have transversal H and S gates [54], so any Clifford oper-
ation can be implemented transversally on any 2D color
code.

Implementing only Clifford gates on a 2D color code
is not particularly interesting since a Clifford operation
can be efficiently simulated by a classical computer (the
result is known as the Gottesman-Knill theorem) [67,68].
However, universality can be achieved by Clifford gates
together with any gate not in the Clifford group [69].
There are two compelling approaches for implementing
a non-Clifford gate on a 2D color code: magic state dis-
tillation [70] and code switching [71–74]. The former
approach focuses on producing high-fidelity T states from
noisy T states and Clifford operations, where |T〉 = (|0〉 +√

i|1〉)/√2 is the state that can be used to implement
the non-Clifford T =

(
1 0
0

√
i

)
operation. By replacing any

physical gates and qubits with logical gates and blocks
of code, a logical T gate can be implemented using a
method similar to that proposed in Ref. [70]. The latter
approach uses the gauge fixing method to switch between
a 2D color code (in which Clifford gates are transversal)
and a 3D color code (in which the T gate is transversal).
A recent study [75] that compares the overhead required
for these two approaches shows that code switching does
not outperform magic state distillation when certain FT
schemes are used, except for some small values of the
physical error rate. Nevertheless, their results do not rule
out the possibilities of FT schemes that have yet to be
discovered, which the authors are hopeful could reduce
the overhead required for either of the aforementioned
approaches.

The EC technique using weight parities introduced in
Ref. [1] was originally developed for the [[49,1,9]] code
obtained from concatenating the [[7, 1, 3]] codes. The
[[7, 1, 3]] code is also the smallest 2D color code. Surpris-
ingly, we find that 2D color codes of any distance have
certain properties that make similar techniques applicable,
under appropriate modifications of the original code to be
described in this paper. In order to obtain the weight parity
of an error on a 2D color code, we need to make mea-
surements of stabilizer generators of a bigger code that
contains the 2D color code as a subcode. In contrast to
Ref. [1], the bigger code in this work is not obtained from
code concatenation. Our development for FTEC protocols
leads to a family of capped color codes, which are CSS
subsystem codes [76,77]. We study two stabilizer codes
obtained from a (subsystem) capped color code through
gauge fixing, namely capped color codes in H form and
T form. The code in H form that contains a 2D color

030322-2



ACHIEVING FAULT TOLERANCE ON CAPPED COLOR CODES. . . PRX QUANTUM 3, 030322 (2022)

code as a subcode has transversal Clifford gates, while the
code in T form has transversal CNOT and transversal T
gates. In fact, our capped color codes bear similarities to
the subsystem codes presented in Refs. [78–80], in which
qubits can be arranged on a 2D plane. In this work, we
focus mainly on the construction of circuits for measur-
ing generators of a capped color code in H form, and the
construction of a FTEC scheme as well as other fault-
tolerant schemes for measurement, state preparation, and
Clifford operation. We also prove that our fault-tolerant
schemes for capped color codes in H form of any distance
require only two ancillas (assuming that the ancillas can
be reused). In addition, we construct a family of recur-
sive capped color codes by recursively encoding the top
qubit of capped color codes. Circuits for measuring gen-
erators of capped color codes in H form also work for
recursive capped color codes, so fault-tolerant Clifford
computation on a recursive capped color code of any dis-
tance using only two ancillas is possible. We also show
that a logical T gate can be fault-tolerantly implemented
on a recursive capped color code of any distance using
only two ancillas via code switching, leading to a com-
plete set of operations for fault-tolerant universal quantum
computation.

This paper is organized as follows. In Sec. II, we pro-
vide a brief review of the EC technique using flags and
error weight parities. We also develop a notion of distin-
guishable fault set in Definition 3, which is the central idea
of this work. In Sec. III, we review basic properties of the
3D color code of distance 3 (which is defined as a subsys-
tem code). We then provide a construction of circuits for
measuring the stabilizer generators of the 3D color code
in H form that give a distinguishable fault set. In Sec. IV,
we define families of capped and recursive capped color
codes, whose properties are very similar to those of the 3D
color code of distance 3. Afterwards, circuits for measur-
ing the stabilizer generators of the capped color code in H
form are constructed using ideas from the previous section.
We prove Theorem 1 that states sufficient conditions for
the circuits that can give a distinguishable fault set, then
prove Theorems 2 and 3 that state that, for a capped color
code in H form of any distance, a distinguishable fault set
can be obtained if the circuits for measuring generators are
flag circuits of a particular form. The circuits that work
for capped color codes are also applicable to recursive
capped color codes. In Sec. V, we discuss an alterna-
tive version of fault-tolerant gadgets whose definitions are
modified so that they are compatible with the notion of
distinguishable fault set. Afterwards, we construct fault-
tolerant protocols for capped and recursive capped color
codes in H form. Some protocols described in this work are
also applicable to other stabilizer codes whose generator
measurement circuits give a distinguishable fault set. Last,
we discuss our results and provide directions for future
work in Sec. VI.

II. FLAGS AND ERROR WEIGHT PARITIES IN
ERROR CORRECTION

In this section, we start by providing a brief review of
the flag EC technique applied to the case of one fault in
Sec. II A. Next, we extend the idea to the case of multiple
faults in Sec. II B and introduce a notion of distinguish-
able fault set in Definition 3. Afterwards, we explain how
weight parities can be used in error correction in Sec. II C.
The equivalence of Pauli errors with the same syndrome
and weight parity proved for the [[7, 1, 3]] Steane code in
Ref. [1] is also extended to a bigger family of codes in
Lemma 1.

A. Flag error correction

Quantum computation is prone to noise, and an error on
a few qubits can spread and cause a big problem in the
computation if the error is not treated properly. One way
to protect quantum data against noise is to use a quantum
error correcting code (QECC) to encode a small number
of logical qubits into a larger number of physical qubits. A
quantum [[n, k, d]] stabilizer code [67,81] encodes k logi-
cal qubits into n physical qubits and can correct errors up to
weight τ = �(d − 1)/2�. Quantum error correction (QEC)
is a process that aims to undo the corruption that happens
to a codeword.

A stabilizer code is a simultaneous +1 eigenspace of a
list of commuting independent Pauli operators; they gener-
ate the stabilizer group for the code. For a stabilizer code,
the EC procedure involves measurements of stabilizer gen-
erators, which results in an error syndrome. The QEC is
designed so that the more likely Pauli errors are either log-
ically equivalent or have distinguishable syndrome. If the
weight of the Pauli error E occurred to a codeword is no
bigger than τ , E can be identified by the error syndrome
�s(E) obtained from the generator measurements, and can
be corrected by applying E† to the codeword.

The above working principle for a stabilizer code
assumes that the syndrome measurements are perfect. In
practice, every step in a quantum computation, including
those in the syndrome measurements, is subject to error.
An initial error can lead to a complex overall effect in the
circuit. We adhere to the following terminologies and noise
model in our discussion.
Definition 1 (Location, noise model, and fault [10]): A
circuit consists of a number of time steps and a number of
qubits and is specified by operations to the qubits in each
time step. The operations can be single-qubit state prepara-
tion, one- or two-qubit gates, or single-qubit measurement.
(When nothing happens to a qubit, it goes through the one-
qubit gate of identity.) A location is labeled by a time step
and the index (or indices) of a qubit (or pair of qubits)
involved in an operation.

We consider the circuit-level noise in which every loca-
tion is followed by depolarizing noise: every one-qubit
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operation is followed by a single-qubit Pauli error I , X , Y,
or Z, and every two-qubit operation is followed by a two-
qubit Pauli error of the form P1 ⊗ P2, where P1, P2 ∈
{I , X , Y, Z}. For a single qubit measurement (which outputs
a classical bit of information), the operation is followed by
either no error or a bit-flip error; this is equivalent to hav-
ing a single-qubit X (or Z) error before a measurement in
the Z (or X ) basis.

A fault is specified by a location and a nontrivial one- or
two-qubit Pauli operation that describes a deviation from
the ideal operation on the location. This Pauli operation is
called the “Pauli error due to the fault”.

A small number of faults during the measurements can
lead to an error of weight higher than τ that may cause the
EC protocol to fail. To see this, first, we describe how an

error of weight 1 or 2 arising from a faulty operation can
propagate through a circuit and become an error of higher
weight. Specifically, a Hadamard gate and a CNOT gate will
transform X -type and Z-type errors as

H : X 	→ Z, Z 	→ X ,
CNOT : XI 	→ XX , ZI 	→ ZI ,

IX 	→ IX , IZ 	→ ZZ.

To see how errors from a few faults can cause an EC
protocol to fail, let us consider a circuit for measuring a
stabilizer generator of the Steane code as an example. The
[[7, 1, 3]] Steane code [66] is a stabilizer code that can be
described by the generators

gx
1 : I I I X X X X , gz

1 : I I I Z Z Z Z,
gx

2 : I X X I I X X , gz
2 : I Z Z I I Z Z,

gx
3 : X I X I X I X , gz

3 : Z I Z I Z I Z.

Logical X and logical Z operators of the Steane code are
X ⊗7M and Z⊗7N for any stabilizers M , N . The syndrome
is a 6-bit string of the form (�sx|�sz), with the ith bit being 0
(or 1) if measuring the ith generator (ordered as gx

1, gx
2, gx

3,
then gz

1, gz
2, gz

3) gives the +1 (or −1) eigenvalue.
Suppose that during the syndrome measurement all cir-

cuits for measuring stabilizer generators are perfect except
for a circuit for measuring gz

1 that has at most one fault.
Consider a circuit for measuring gz

1 and storing the syn-
drome using one ancilla qubit (called the syndrome ancilla)
as in Fig. 1(a). Also, assume that at most one CNOT gate
causes either an II , IZ, ZI , or ZZ error. Because of error
propagation, a Z error occurred to the syndrome ancilla can
propagate back to one or more data qubits. As a result, we
find that possible errors on data qubits arising from at most
one CNOT fault (up to multiplication of gz

1) are

I , Z4, Z5, Z6, Z7, Z6Z7. (1)

A circuit fault may also cause the syndrome bit to flip. In
order to obtain the syndrome exactly corresponding to the
data error, one can perform full syndrome measurements
until the outcomes are repeated two times in a row, then
do the error correction using the repeated syndrome. How-
ever, note that the Steane code that can correct any error
up to weight 1 must be able to correct the following errors
as well:

I , Z1, Z2, Z3, Z4, Z5, Z6, Z7. (2)

Errors Z1 and Z6Z7 have the same syndrome (0, 0, 1|0, 0, 0)
but are not logically equivalent, and subsequent syndrome

measurements cannot distinguish between these two cases.
This means that if a CNOT fault leads to the Z6Z7 error,
a correction step for the syndrome (0, 0, 1|0, 0, 0) that
applies Z†

1 to the data qubits will result in a logical error
Z1Z6Z7 on the data qubits, causing the EC protocol to fail.

(a)

(b)

(c)

FIG. 1. (a) An example of a nonflag circuit for measuring gen-
erator gz

1 of the [[7, 1, 3]] code. Only qubits on which the operator
acts are displayed. The measurement results 0 and 1 obtained
from the syndrome ancilla correspond to the +1 and −1 eigen-
values of gz

1. (b) An example of a flag circuit for measuring gz
1.

The state of the flag ancilla can flip from |+〉 to |−〉 if some fault
occurs in between two flag CNOT gates. A circuit for measuring
an X -type generator can be obtained by replacing each CNOT gate
with the gate shown in (c).
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The goal of this work is to design an EC protocol that
is fault tolerant; that is, we want to make sure that any
subsequent error arising from a small number of faults will
still be correctable by the protocol regardless of its weight
(the formal definitions of fault tolerance will be discussed
in Sec. V A).

One way to solve the error distinguishing issue is to
use traditional FTEC schemes such as those proposed by
Shor [2,15], Steane [17,18], or Knill [16]. However, these
schemes require a large number of ancillas. An alternative
way to solve the problem is to add an additional ancilla
qubit in a circuit for measuring gz

1, as shown in Fig. 1(b).
A circuit of this form is called a flag circuit [20] [in con-
trast to the circuit in Fig. 1(a), which is called a nonflag
circuit]. The additional ancilla qubit is called a flag ancilla,
which is initially prepared in the state |+〉. There are two
types of CNOT gates in a flag circuit: a data CNOT gate that
couples one of the data qubits and the syndrome ancilla,
and a flag CNOT gate that couples the flag ancilla and the
syndrome ancilla. Whenever a data CNOT gate in between
two flag CNOT gates causes either an IZ or ZZ error, a Z
error will propagate from the syndrome ancilla to the flag
ancilla, causing the state of the flag ancilla to flip to |−〉. In
general, a flag circuit may have more than one flag ancilla,
and data and flag CNOT gates may be arranged in a compli-
cated way so that a certain number of faults can be caught
by the flag ancillas.

By using the circuit in Fig. 1(b) for measuring gz
1,

we find that possible errors on the data qubits arising
from at most one CNOT fault corresponding to each flag
measurement outcome are

0 : I , Z4, Z5, Z6, Z7,
1 : I , Z4, Z6Z7, Z7, (3)

where the outcomes 0 and 1 correspond to |+〉 and |−〉
states, respectively. We can see that the flag measurement
outcome is 1 whenever Z6Z7 occurs. In contrast, an input
error Z1 will not flip the state of the flag ancilla, so it
always corresponds to the flag measurement outcome 0.
Therefore, Z1 and Z6Z7 can be distinguished using the
flag measurement outcome, and an appropriate error cor-
rection for each case can be applied to correct such an
error. The main advantage of the flag technique is that the
number of ancillas required for the flag FTEC protocol is
relatively small compared to that required for the tradi-
tional FTEC protocols (assuming that ancilla preparation
and measurement are fast and the ancillas can be reused).

B. Distinguishable fault set

For a general stabilizer code that can correct errors up
to weight τ = �(d − 1)/2�, we would like to construct cir-
cuits for syndrome measurement in a way that all possible
errors arising from up to t faults (where t ≤ τ ) can be cor-
rected, and t is as close to τ as possible. Note that these

errors include any single-qubit errors and errors arising
from any fault in any circuit involved in the syndrome mea-
surement. For simplicity, this work will focus mainly on a
stabilizer code in the CSS code family [65,66], in which
X -type and Z-type errors can be detected and corrected
separately.

For a given CSS code, a circuit for measuring a Z-type
generator will look similar to the circuit in Fig. 1(a) or 1(b),
except that there will be w data CNOT gates for a Z-type
generator of weight w. A circuit can have any number of
flag ancillas (or have no flag ancillas). There are several
factors that can determine the ability to distinguish pos-
sible errors; for example, the number of flag ancillas, the
ordering of data and flag CNOT gates, and the choice of
generators being used for the syndrome measurement [20].
A circuit for measuring an X -type generator is similar to a
circuit for measuring a Z-type generator, except that each
CNOT gate is replaced by the gate displayed in Fig. 1(c).

For a given t, finding all possible combinations of faults
up to t faults can be laborious since there are many circuits
involved in the syndrome measurement, and each circuit
has many gates. To simplify our analysis, we first consider
the case that there is only one CNOT fault in one of the cir-
cuits for measuring Z-type generators [similar to Fig. 1(a)
or 1(b)]. Suppose that there are a total of c flag ancillas
involved in a single round of the full syndrome measure-
ment (counted from all circuits). We define a flag vector
∈ Z

c
2 to be a bitstring wherein each bit is the measurement

outcome of each flag ancilla. There are two mathematical
objects associated with each fault: a data error arising from
the fault and a flag vector corresponding to the fault.

Recall that a faulty CNOT gate can cause a two-qubit
error of the form P1 ⊗ P2, where P1, P2 ∈ {I , X , Y, Z}.
However, there are many cases of a single fault that are
equivalent, meaning that they can give rise to the same data
error and the same flag vector. We find that all possible
cases in which a single fault can lead to a purely Z-type
error on the data qubits can be obtained by considering
only (1) the cases that a faulty CNOT gate in a circuit for
measuring a Z-type generator causes an IZ error, and (2)
the cases that a Z error occurs to any data or ancilla qubit.
This follows from the following facts [23].

1. The case that a faulty CNOT gate causes a ZZ error is
equivalent to the case that the preceding CNOT gate
causes an IZ error (while the case that the first CNOT
gate in a circuit causes a ZZ error is equivalent to
the case that a Z error occurs to an ancilla qubit).

2. The case that a faulty CNOT gate causes an XZ or YZ
error is equivalent to the case that an X error occurs
to a data qubit and a faulty CNOT gate causes an IZ
or ZZ error.

3. The case that a faulty CNOT gate causes an
XI , YI , ZI , IX , XX , YX , or ZX error can be consid-
ered as the case that a single-qubit error occurs to a
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data qubit since an X error occurred to the syndrome
ancilla will not propagate back to any data qubit.

4. The case that a faulty CNOT gate causes an
IY, XY, YY, or ZY error is similar to the case that a
faulty CNOT gate causes an IZ, XZ, YZ, or ZZ error.

5. An ancilla preparation or measurement fault can be
considered as the case that an X or Z error occurred
to an ancilla qubit (either syndrome or flag ancilla).

6. A CSS code can detect and correct X -type and Z-
type errors separately, and a single fault in a circuit
for measuring an X -type generator cannot cause a Z-
type error of weight greater than 1 (and vice versa).

Moreover, if X -type and Z-type generators have similar
forms and the gate permutations in the measuring circuits
are the same, then all possible faults that can lead to X -type
errors on the data qubits are of similar form.

If there are many faults during the protocol, the data
errors and the flag vectors caused by each fault can be com-
bined [1]. In particular, a fault combination can be defined
as follows.
Definition 2 (Fault combination): A fault combination
� = {λ1, λ2, . . . , λr} is a set of r faults λ1, λ2, . . . , λr. Sup-
pose that the Pauli error due to fault λi can propagate
through the circuit and lead to data error Ei and flag vector
�fi. The combined data error E and cumulative flag vector �f
corresponding to � are defined as

E =
r∏

i=1

Ei, (4)

�f =
r∑

i=1

�fi (mod 2). (5)

Note that the error syndrome of the combined data error
is �s(E) = ∑r

i=1 �s(Ei) (mod 2). For example, suppose that
a fault combination � arises from two faults λ1 and λ2
that can lead to data errors E1 and E2, and cumulative flag
vectors �f1 and �f2. Then, the combined data error E and the
cumulative flag vector �f of � are E = E1 · E2 and �f = �f1 +
�f2 (mod 2).

When faults occur in an actual protocol, the faulty loca-
tions and the combined data error are not known. In order
to determine the combined data error so that the error cor-
rection can be done, we try to measure the error syndrome
of the combined data error, and calculate the cumulative
flag vector from the flag measurement results obtained
since the beginning of the protocol. These measurements,
in turn, are subject to errors. The full syndrome mea-
surements will be performed until the syndromes and the
cumulative flag vectors are repeated a certain number of
times (similar to the Shor FTEC scheme); the full details
of the protocol will be described in Sec. V B. (Note that, by
defining the cumulative flag vector as a sum of flag vectors,

we lose the information about the ordering in which each
fault occurs. However, we find that fault-tolerant protocols
presented in this work can still be constructed without such
information.)

As previously explained, error correction can fail if
there are different faults that lead to nonequivalent errors,
but there is no way to distinguish them using their error
syndromes or flag measurement results. To avoid this,
all possible fault combinations must satisfy some condi-
tions so that they can be distinguished. In particular, for a
given set of circuits for measuring stabilizer generators, all
possible fault combinations can be found, and their corre-
sponding combined data error and cumulative flag vector
can be calculated. Let the fault set Ft be the set of all pos-
sible fault combinations arising from up to t faults. We will
be able to distinguish all fault combinations if the fault set
satisfies the conditions in the following definition.
Definition 3 (Distinguishable fault set): Let the fault set
Ft denote the set of all possible fault combinations aris-
ing from up to t faults, and let S be the stabilizer group of
the quantum error correcting code used to encode the data.
We say that Ft is distinguishable if, for any pair of fault
combinations �p ,�q ∈ Ft, at least one of the following
conditions is satisfied:

1. �s(Ep) �= �s(Eq),
2. �fp �= �fq,
3. Ep = Eq · M for some stabilizer M ∈ S,

where Ep ,�fp correspond to �p , and Eq,�fq correspond to
�q. Otherwise, we say that Ft is indistinguishable.

An example of a distinguishable fault set with t = 1 is
the fault set corresponding to Eq. (3) (assuming that a fault
occurs in a circuit for measuring gz

1 only). In that case, we
can see that, for any pair of faults, either the syndromes
of the data errors or the flag measurement outcomes are
different.

The following proposition states the relationship
between “correctable” and “detectable” faults. This is sim-
ilar to the fact that a stabilizer code of distance d can
detect errors up to weight d − 1 and can correct errors up
to weight τ = �(d − 1)/2� [67].

Proposition 1. Ft is distinguishable if and only if a
fault combination corresponding to a nontrivial logical
operator and the zero cumulative flag vector is not in F2t.

Proof. (⇒) Let �p ,�q ∈ Ft be fault combinations arising
from up to t faults, let �̃r ∈ F2t be a fault combination aris-
ing from up to 2t faults, and let S be the stabilizer group.
First, observe that, for any �̃r ∈ F2t, there exist �p ,�q ∈
Ft such that �̃r = �p ∪�q (where the union of two fault
combinations is similar to the union of two sets). Now
suppose that Ft is distinguishable. Then, for each pair of
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�p ,�q in Ft, �s(Ep) �= �s(Eq) or �fp �= �fq or Ep = Eq · M for
some stabilizer M ∈ S. We find that �̃r = �p ∪�q corre-
sponds to Er and�fr such that �s(Er) = �s(Ep)+ �s(Eq) �= 0 or
�fr = �fp +�fq �= 0 or Er = Ep · Eq = M for some stabilizer
M ∈ S. This is true for any �̃r ∈ F2t, meaning that there is
no fault combination in F2t that corresponds to a nontrivial
logical operator and the zero cumulative flag vector.

(⇐) As before, we know that, for any �̃r ∈ F2t, there
exist �p ,�q ∈ Ft such that �̃r = �p ∪�q. Now suppose
that Ft is indistinguishable. Then, there are some pairs
of �p ,�q in Ft such that �s(Ep) = �s(Eq), �fp = �fq, and
Ep · Eq is not a stabilizer in S. For such pairs, we find that
�̃r = �p ∪�q corresponds to Er and �fr such that �s(Er) =
�s(Ep)+ �s(Eq) = 0, �fr = �fp +�fq = 0, and Er = Ep · Eq is
not a stabilizer in S. Therefore, there is a fault combination
corresponding to a nontrivial logical operator and the zero
cumulative flag vector in F2t. �

Finding a circuit configuration that gives a distinguish-
able fault set is one of the main goals of this work. We
claim that, for a given set of circuits for measuring gener-
ators of a stabilizer code, if the fault set is distinguishable,
a FTEC protocol for such a code can be constructed.
However, we defer the proof of this claim until Sec. V B.

C. Finding equivalent errors using error weight
parities

One goal of this work is to find a good combination of
stabilizer code and a set of circuits for measuring the code
generators in which the corresponding fault set is distin-
guishable. As we see in Definition 3, whether each pair
of fault combinations can be distinguished depends on the
syndrome of the combined data error and the cumulative
flag vector corresponding to each fault combination, and
these features heavily depend on the structure of the cir-
cuits. However, we should note that there is no need to
distinguish a pair of fault combinations whose combined
data errors are logically equivalent. Therefore, if the cir-
cuits for a particular code are designed in a way that large
portions of fault combinations can give equivalent errors,
the fault set arising from the circuits will be more likely
distinguishable.

For a general stabilizer code, it is not obvious to see
whether two Pauli errors with the same syndrome are
logically equivalent or off by a multiplication of some non-
trivial logical operator. Fortunately, for some CSS codes, it
is possible to check whether two Pauli errors with the same
syndrome are logically equivalent by comparing their error
weight parities, defined as follows.

Definition 4 (Weight parity): The weight parity of Pauli
error E, denoted by WP(E), is 0 if E has even weight, and
it is 1 if E has odd weight.

In Ref. [1], we proved that, for the [[7, 1, 3]] Steane code
and the [[23, 1, 7]] Golay code, errors with the same syn-
drome and weight parity are logically equivalent. In this
work, the idea is further extended to a family of [[n, k, d]]
CSS codes in which n is odd, k is 1, all stabilizer gener-
ators have even weight, and X ⊗n and Z⊗n are logical X
and logical Z operators, respectively. The lemma (adapted
from Claim 1 of Ref. [1]) is as follows.

Lemma 1. Let C be an [[n, k, d]] CSS code in which n
is odd, k = 1, all stabilizer generators have even weight,
and X ⊗n and Z⊗n are logical X and logical Z operators.
Also, let Sx, Sz be subgroups generated by X -type and Z-
type generators of C, respectively, and let E1, E2 be Pauli
errors of any weights with the same syndrome.

1. Suppose that E1, E2 are Z-type errors. Then E1, E2
have the same weight parity if and only if E1 = E2 ·
M for some M ∈ Sz.

2. Suppose that E1, E2 are X -type errors. Then E1, E2
have the same weight parity if and only if E1 = E2 ·
M for some M ∈ Sx.

Proof. We focus on the first case when E1, E2 are Z-type
errors and omit the similar proof for the second case. First,
recall that the normalizer group of the stabilizer group (the
subgroup of Pauli operators that commute with all stabi-
lizers) is generated by the stabilizer generators together
with the logical X and the logical Z. Since E1, E2 have the
same syndrome, their product N = E1E2 has trivial syn-
drome, and is thus in the normalizer group. So we can
express N as a product of the stabilizer generators and the
logical X and Z. But there is no X -type factors (since N
is Z type). Therefore, N = M (Z⊗n)a, where M ∈ Sz and
a ∈ {0, 1}.

Next, we make an observation. Let M1, M2 be two Z-
type operators, with respective weights w1, w2. The weight
of the product M1M2 is w1 + w2 − 2c, where c is the
number of qubits supported on both M1 and M2. From
this observation, and the fact that all generators have
even weight, we know that M has even weight. Also,
from the same observation, and the hypothesis that E1, E2
have the same weight parity, N also has even weight.
If a = 1, N = M (Z⊗n)a will contradict the observation,
so a = 0, N = M , and E1E2 = M ∈ Sz as claimed. On
the other hand, if we assume that E1, E2 have differ-
ent weight parities, then N has odd weight and a =
1, which implies that E1E2 = M (Z⊗n) for some M ∈
Sz. �

Lemma 1 provides a possible way to perform error
correction using syndromes and weight parities, and it
can help us find a good code and circuits in which the
fault set is distinguishable. In particular, for a given CSS
code satisfying Lemma 1, if the error syndrome and the
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weight parity of the data error can be measured perfectly,
then an EC operator that can map the erroneous code-
word back to the original codeword can be determined
without failure. The EC operator can be any Pauli oper-
ator that has the same syndrome and the same weight
parity as those of the data error. For example, if the
[[7, 1, 3]] Steane code is being used and the data error is
Z1Z3Z6Z7, we can use Z1Z2 as an EC operator to do the
error correction.

However, measuring the weight parity should not be
done directly on the codeword; measuring weight parities
of Z-type and X -type errors correspond to measuring X ⊗n

and Z⊗n, respectively, which may destroy the superposition
of the encoded state. Moreover, X ⊗n and Z⊗n do not com-
mute. Fortunately, if we have two codes C1, C2 such that
C1 is a subcode of C2, then the weight parity of an error
on C1 can sometimes be determined by the measurement
results of the generators of C2.

In Ref. [1], in which a FTEC protocol for a [[49, 1, 9]]
concatenated Steane code is developed, we considered
the case that C1 is the [[7, 1, 3]] Steane code and C2 is
the [[49, 1, 9]] concatenated code. The error weight par-
ities for each sub-block of the seven-qubit code were
determined by the syndrome obtained from the measure-
ment of the [[49, 1, 9]] code generators. Afterwards, error
correction was performed blockwisely using the weight
parity of the error in each sub-block, together with the
syndrome obtained from the measurement of the seven-
qubit code generators for such a sub-block. We also found
some evidences suggesting that a similar error-correction
technique may be applicable to other concatenated codes
such as the concatenated Golay code and a concatenated
Steane code with more than two levels of concatena-
tion.

In this work, we use a different approach; we consider
a case in which C2 is not constructed from concatenating
C1’s. In Sec. III, we consider the 3D color code of dis-
tance 3 in the form that has a 2D color code of distance
3 as a subcode, and we try to construct circuits for mea-
suring its generators that give a distinguishable fault set.
We extend the construction ideas to families of capped and
recursive color codes in Sec. IV. Fault-tolerant protocols
for the code and circuits that give a distinguishable fault
set will be discussed in Sec. V.

III. SYNDROME MEASUREMENT CIRCUITS FOR
THE 3D COLOR CODE OF DISTANCE 3

In this section, we try to find circuits for measuring gen-
erators of the 3D color code of distance 3 that gives a
distinguishable fault set. We first define a 3D color code
of distance 3 as a CSS subsystem code and observe some

of its properties that are useful for fault-tolerant quan-
tum computation. Afterwards, we give the CNOT order-
ings for the circuits that can make the fault set become
distinguishable.

A. The 3D color code of distance 3

First, let us consider the qubit arrangement as dis-
played in Fig. 2(a). A 3D color code of distance 3 [73]
is a [[15, 1, 3]] CSS subsystem code [76,77] that can be
described by the stabilizer group S3D = 〈vx

i , vz
i 〉 and the

gauge group G3D = 〈vx
i , vz

i , f x
j , f z

j 〉, i = 0, 1, 2, 3 and j =
1, 2, . . . , 6, where the vx

i and f x
j (or the vz

i and f z
j ) are X -

type (or Z-type) operators defined on the following set of
qubits:

(a) vx
0 (or vz

0) is defined on q0,q1,q2,q3,q4,q5,q6,q7,
(b) vx

1 (or vz
1) is defined on q1,q2,q3,q5,q8,q9,q10,

q12,
(c) vx

2 (or vz
2) is defined on q1,q3,q4,q6,q8,q10,q11,

q13,
(d) vx

3 (or vz
3) is defined on q1,q2,q4,q7,q8,q9,q11,

q14,
(e) f x

1 (or f z
4 ) is defined on q1,q2,q3,q5,

(f) f x
2 (or f z

5 ) is defined on q1,q3,q4,q6,
(g) f x

3 (or f z
6 ) is defined on q1,q2,q4,q7,

(h) f x
4 (or f z

1 ) is defined on q1,q4,q8,q11,
(i) f x

5 (or f z
2 ) is defined on q1,q2,q8,q9,

(j) f x
6 (or f z

3 ) is defined on q1,q3,q8,q10.

Here qubit i in Fig. 2(a) is denoted by qi. Graphically, the
vx

i and vz
i are the eight-body volumes shown in Fig. 2(b),

and the f x
j and f z

j are the four-body faces shown in
Fig. 2(c). Note that f x

j and f z
k anticommute when j = k,

and they commute when j �= k. The dual lattice of the 3D
color code of distance 3 is illustrated in Fig. 2(d), where
each vertex represents each stabilizer generator.

The 3D color code of distance 3 can be viewed as the
[[15, 7, 3]] Hamming code in which six out of seven logi-
cal qubits become gauge qubits. From the subsystem code
previously described, a [[15, 1, 3]] stabilizer code can be
constructed by fixing some gauge qubits; i.e., choosing
some gauge operators that commute with one another and
including them in the stabilizer group. In this work, we dis-
cuss two possible ways to construct a stabilizer code from
the 3D color code of distance 3. The resulting codes will
be called the 3D color code in H form and the 3D color
code in T form.

1. The 3D color code of distance 3 in H form

Let us consider the center plane of the code shown in
Fig. 2(a) that covers q1 to q7. We can see that the plane
looks exactly like the 2D color code of distance 3 [54],
whose stabilizer group is S2D = 〈f x

1 , f x
2 , f x

3 , f z
4 , f z

5 , f z
6 〉 (the

2D color code of distance 3 is equivalent to the [[7, 1, 3]]
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(a)

(b)

(c)

(d)

FIG. 2. The 3D color code of distance 3. In (a), qubits are rep-
resented by vertices. Note that the set of qubits are bipartite, as
displayed by black and white colors. Stabilizer generators and
gauge generators of the code are illustrated by volume operators
in (b) and face operators in (c), respectively. The dual lattice of
the code is shown in (d).

Steane code). The 3D color code in H form is constructed
by adding the stabilizer generators of the 2D color code to
the old generating set of the 3D color code; the stabilizer
group of the 3D color code of distance 3 in H form is

SH = 〈vx
0, vx

1, vx
2, vx

3, f x
1 , f x

2 , f x
3 ,

vz
0, vz

1, vz
2, vz

3, f z
4 , f z

5 , f z
6 〉. (6)

We can choose logical X and logical Z operators of
this code to be X ⊗nM and Z⊗nN for some stabilizers
M , N ∈ SH . One important property of the code in H form
for fault-tolerant quantum computation is that the logical
Hadamard, S, and CNOT gates are transversal; i.e., H̄ =
H⊗n is a logical Hadamard gate, S̄ = (S†)⊗n is a logical

S gate, and CNOT = CNOT⊗n is a logical CNOT gate, where

H = 1√
2

(
1 1
1 −1

)
and S =

(
1 0
0 i

)
.

Note that the choice of stabilizer generators for SH is not
unique. However, the choice of generators determines how
the error syndrome will be measured, and different choices
of generators can give different fault sets. The circuits for
measuring generators discussed later in Sec. III B only
correspond to the choice of generators in Eq. (6).

2. The 3D color code of distance 3 in T form

Compared to the code in H form, the 3D color code of
distance 3 in T form is constructed from different gauge
operators of the [[15, 1, 3]] subsystem code. In particular,
the generators of the code in T form consist of the gen-
erators of the [[15, 1, 3]] subsystem code and all Z-type
four-body face generators; i.e., the stabilizer group of the
code in T form is

ST = 〈vx
0, vx

1, vx
2, vx

3, f z
1 , f z

2 , f z
3 ,

vz
0, vz

1, vz
2, vz

3, f z
4 , f z

5 , f z
6 〉. (7)

Similar to the code in H form, we can choose logical X
and logical Z operators of this code to be X ⊗nM and Z⊗nN
for some stabilizers M , N ∈ ST. Also, the CNOT gate is
transversal in the code of T form. However, one major dif-
ference from the code in H form is that Hadamard and S
gates are not transversal in this code. Instead, a T gate is
transversal; a logical T gate can be implemented by apply-
ing T gates on all qubits represented by black vertices in
Fig. 2(a) and applying T† gates on all qubits represented
by white vertices, where

T =
(

1 0
0

√
i

)
.

In fact, the code in T form is equivalent to the [[15, 1, 3]]
quantum Reed-Muller code. Note that Lemma 1 is appli-
cable to both codes in H form and T form since they have
all code properties required by the lemma, even though X -
type and Z-type generators are not similar in the case of
the code in T form.

3. Code switching

It is possible to transform between the code in H form
and the code in T form using the technique called code
switching [71–74]. The process involves measurements of
gauge operators of the [[15, 1, 3]] subsystem code, which
can be done as follows. Suppose that we start from the code
in H form. We can switch to the code in T form by first
measuring f z

1 , f z
2 , and f z

3 . Afterwards, we must apply an
X -type Pauli operator that
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1. commutes with all the vx
i and vz

i (i = 0, 1, 2, 3),
2. commutes with f z

4 , f z
5 , f z

6 , and
3. for each j = 1, 2, 3, commutes with f z

j if the out-
come from measuring such an operator is 0 (the
eigenvalue is +1) or anticommutes with f z

j if the
outcome is 1 (the eigenvalue is −1).

Switching from the code in T form to the code in H form
can be done similarly, except that f x

1 , f x
2 , and f x

3 will be
measured and the operator to be applied must be a Z-type
Pauli operator that commutes or anticommutes with f x

1 , f x
2 ,

and f x
3 (depending on the measurement outcomes).

Transversal gates satisfy the conditions for fault-tolerant
gate gadgets proposed in Ref. [10] (see Sec. V A); thus,
they are very useful for fault-tolerant quantum compu-
tation. It is known that universal quantum computation
can be performed using only H , S, CNOT, and T gates
[63,64,69]. However, for any QECC, universal quantum
computation cannot be achieved using only transversal
gates due to the Eastin-Knill theorem [60]. Fortunately, the
code switching technique allows us to perform universal
quantum computation using both codes in H form and T
form; any logical Clifford gate can be performed transver-
sally on the code in H form since the Clifford group can
be generated by {H , S, CNOT}, and a logical T gate can
be performed transversally on the code in T form. For
the 3D color code of distance 3, code switching can be
done fault-tolerantly using the above method [73,74] or
the method presented in Ref. [75] that involves a logical
Einstein-Podolsky-Rosen state.

B. Circuit configuration for the 3D color code of
distance 3

In this section, circuits for measuring the generators of
the 3D color code of distance 3 in H form will be devel-
oped. Here we try to find CNOT orderings for the circuits
that make fault set F1 distinguishable (where F1 is the set
of all fault combinations arising from up to one fault as
defined in Definition 3). The ideas used for the circuit con-
struction in this section will be later adapted to the circuits
for measuring generators of a capped or a recursive color
code (capped and recursive capped codes will be defined
in Secs. IV A and IV B, and the circuit construction will be
discussed in Sec. IV C). Fault-tolerant protocols for the 3D
color code of distance 3 are similar to fault-tolerant proto-
cols for capped color codes, which will be later discussed
in Sec. V.

For simplicity, since X -type and Z-type data errors can
be corrected separately and X -type and Z-type generators
of our choice have the same form, we only discuss the case
that a single fault can give rise to a Z-type data error. Sim-
ilar analysis will also be applicable to the case of X -type
errors. We start by observing that the 2D color code of dis-
tance 3 is a subcode of the 3D color code of distance 3 in

H form, where the 2D color code lies on the center plane
of the code illustrated in Fig. 2(a). The 2D color code is a
code to which Lemma 1 is applicable, meaning that if we
can measure the syndrome and the weight parity of any Z-
type Pauli error that occurred on the center plane, we can
always find a Pauli operator logically equivalent to such an
error. Moreover, we can see that the generator vx

0 has sup-
port on all qubits on the center plane (q1 to q7). This means
that the weight parity of a Z-type error on the center plane
can be obtained by measuring vx

0. For these reasons, we
can always find an error-correction operator for any Z-type
error that occurred on the center plane using the measure-
ment outcomes of f x

1 , f x
2 , f x

3 (which give the syndrome of
the error evaluated on the 2D color code) and the measure-
ment outcome of vx

0 (which gives the weight parity of the
error).

All circuits for measuring generators of the 3D color
code in H form used in this section are nonflag circuits.
Each circuit has w data CNOT gates, where w is the weight
of the operator being measured. The circuit for each gen-
erator looks similar to the circuit in Fig. 3, but the ordering
of data CNOT gates has yet to be determined.

Our goal is to find CNOT orderings for all circuits
involved in the syndrome measurement so that F1 is dis-
tinguishable. Thus, we have to consider all possible errors
arising from a single fault, not only the errors that occurred
on the center plane. Let us first consider an arbitrary single
fault that can lead to a purely Z-type error. Since the 3D
color code in H form has distance 3, all Z-type errors of
weight 1 correspond to different syndromes. All we have
to worry about are single faults that can lead to a Z-type
error of weight > 1 that has the same syndrome as some
error of weight 1 but is not logically equivalent to such an
error. Note that a Z-type error of weight > 1 arising from
a single fault can only be caused by a faulty CNOT gate in
some circuit for measuring a Z-type generator.

We can divide the generators of the 3D color code in H
form into three categories:

1. cap generators, consisting of vx
0 and vz

0,
2. f generators, consisting of f x

1 , f x
2 , f x

3 , f z
4 , f z

5 , f z
6 ,

3. v generators, consisting of vx
1, vx

2, vx
3, vz

1, vz
2, vz

3.

FIG. 3. A nonflag circuit for measuring a Z-type generator of
weight w for the 3D color code of distance 3. The ordering of the
CNOT gates for each generator has yet to be determined.
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(We consider vx
0 and vz

0 separately from other v generators
because they cover all qubits on the center plane.) Here
we analyze the pattern of Z-type errors arising from the
measurement of Z-type generators of each category. The
syndrome of each Z-type error will be represented in the
form (u, �v, �w), where u, �v, �w are syndromes obtained from
the measurement of cap, f, and v generators of X type,
respectively. Note that, for each v generator, there will be
only one f generator such that the set of supporting qubits
of the v generator contains all supporting qubits of the f
generator (for example, vx

1 and f x
1 , or vz

1 and f z
4 ).

Let us start by observing the syndromes of any Z-type
error of weight 1. An error on the following qubits gives
the syndrome of the following form:

(a) an error on q0 gives syndrome (1, �0, �0),
(b) an error on qi (i = 1, . . . , 7) gives a syndrome of the

form (1, �qi, �qi),
(c) an error on q7+i (i = 1, . . . , 7) gives a syndrome of

the form (0, �0, �qi).

Here �qi ∈ Z
3
2 is not zero (see Table I below as an example).

We can see that all Z-type errors of weight 1 give differ-
ent syndromes, as expected. Next, let us consider a Z-type
error E of any weight that occurs only on the center plane.
Suppose that the weight parity of E is WP (WP is 0 or 1),
and the syndrome of E obtained from measuring f x

1 , f x
2 , f x

3
is �p . Then, the syndrome of E obtained from measuring all
X -type generators is as follows:

(a) an error E on the center plane gives a syndrome of
the form (WP, �p , �p).

We find that the following statements hold.

1. Error E and the error on q0 will have the same syn-
drome if E has odd weight and �p is trivial, which
means that E is equivalent to Z⊗7 on the center
plane. In this case, E and Z0 are logically equivalent
up to a multiplication of vz

0 and some stabilizer.
2. Error E and an error on qi (i = 1, 2, . . . , 7) will have

the same syndrome if E has odd weight and �p =
�qi for some i. In this case, E and Zi have the same
weight parity and the same syndrome (evaluated by
the generators of the 2D color code), meaning that
E and Zi are logically equivalent by Lemma 1.

3. Error E and an error on qi (i = 7, 8, . . . , 14) cannot
have the same syndrome since �qi �= �0.

Therefore, a Z-type error of any weight that occurred only
on the center plane either has a syndrome different from
those of Z-type errors of weight 1, or is logically equivalent
to some Z-type error of weight 1.

Because of the aforementioned properties of a Z-type
error on the center plane, we try to design circuits for
measuring Z-type generators so that most of the possible

Z-type errors arising from a single fault are on the center
plane. Finding a circuit for any f generator is easy since,
for the 3D color code in H form, any f generator lies on
the center plane, so any CNOT ordering will work. Finding
a circuit for a cap generator is also easy; if the first data
CNOT gate in the circuit is the one that couples q0 with
the syndrome ancilla, we can make sure that all possible
Z-type errors arising from a faulty CNOT gate in this cir-
cuit are on the center plane (up to a multiplication of vz

0
or vx

0).
Finding a circuit for measuring a v generator is not obvi-

ous. Since some parts of any v generator of Z type are on
the center plane and some parts are off the plane, some Z-
type errors from a faulty data CNOT gate have support on
some qubits that are not on the center plane. We want to
make sure that in such cases, the error will not cause any
problem; i.e., its syndrome must be different from those of
other Z-type errors, or it must be logically equivalent to
some Z-type error. In particular, we try to avoid the case
that a CNOT fault can cause a Z error of weight > 1 that is
totally off plane. This is because such a high-weight error
and some Zi with i = 8, 9, . . . , 14 may have the same syn-
drome but they are not logically equivalent (for example,
Z10Z12 and Z13 have the same syndrome but they are not
logically equivalent).

One possible way to avoid such an error is to arrange
the data CNOT gates so that the qubits on which they act
are alternated between on-plane and off-plane qubits. An
ordering of data CNOT gates used in the circuit for any v
generator will be referenced by the ordering of data CNOT
gates used in the circuit for its corresponding f genera-
tor. For example, if the ordering of data CNOT gates used
for f z

4 is (2,5,3,1), then the ordering of data CNOT gates
used for vz

1 will be (2,9,5,12,3,10,1,8). A configuration of
data CNOT gates for a v generator similar to this setting
will be called a sawtooth configuration. Using this con-
figuration for every v generator, we find that there exists
a CNOT ordering for each generator such that all possi-
ble (nonequivalent) Z-type errors from all circuits can be
distinguished.

An example of the CNOT orderings that give a distin-
guishable fault set can be represented by the diagram in
Fig. 4. The diagram looks similar to the 2D color code on
the center plane, and thus all f generators are displayed. In
the diagram

1. each arrow represents the ordering of data CNOT
gates for each f generator: the qubits on which data
CNOT gates act start from the qubit at the tail of an
arrow, then proceed counterclockwise;

2. the ordering of data CNOT gates for each v generator
can be obtained from its corresponding f generator
using the sawtooth configuration;

3. the ordering of data CNOT gates for the cap genera-
tor is in numerical order.
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FIG. 4. An example of the orderings of CNOT gates for the 3D
color code of distance 3 in H form which give a distinguishable
fault set F1. For each f generator, the qubits on which data CNOT
gates act start from the tail of each arrow, then proceed counter-
clockwise. The ordering of CNOT gates for the cap generator is
determined by the qubit numbering.

From the diagram, the exact orderings of data CNOT gates
for f, v, and cap generators are

1. (2,5,3,1), (3,6,4,1), and (4,7,2,1) for f generators;
2. (2,9,5,12,3,10,1,8), (3,10,6,13,4,11,1, 8), and (4,11,

7,14,2,9,1,8) for v generators;
3. (0,1,2,3,4,5,6,7) for the cap generator.

(Note that these are not the only CNOT orderings that give
a distinguishable fault set.)

Possible Z-type errors of weight greater than 1 depend
heavily on the ordering of CNOT gates in the circuits for
measuring Z-type generators. The exhaustive list of all
possible Z-type errors arising from one fault and their syn-
drome corresponding to the CNOT orderings in Fig. 4 is
given in Table I. From the list, we find that any pair of pos-
sible Z-type errors either have different syndromes or are
logically equivalent.

Since X -type and Z-type generators have the same form,
this result is also applicable to the case of X -type errors.
In general, a single fault in any circuit can cause an error
of mixed type. However, note that a single fault in a cir-
cuit for measuring a Z-type generator cannot cause an
X -type error of weight > 1 (and vice versa), and X -type
and Z-type errors can be detected and corrected separately.
Therefore, our results for X -type and Z-type errors imply
that all fault combinations arising from up to one fault sat-
isfy the condition in Definition 3. This means that F1 is
distinguishable, and the protocols in Sec. V will be appli-
cable. Since the circuits for measuring generators of the 3D
color code are nonflag circuits, only one ancilla is required

TABLE I. All possible Z-type errors arising from one fault and their syndrome corresponding to the CNOT orderings in Fig. 4. Any
pair of possible Z-type errors on the list either have different syndromes or are logically equivalent.

Syndrome (u, �v, �w) Syndrome (u, �v, �w)
Fault origin Error u �v �w Fault origin Error u �v �w

q0 Z0 1 (0, 0, 0) (0, 0, 0) vz
0 Z0 1 (0, 0, 0) (0, 0, 0)

q1 Z1 1 (1, 1, 1) (1, 1, 1) Z0Z1 0 (1, 1, 1) (1, 1, 1)
q2 Z2 1 (1, 0, 1) (1, 0, 1) Z0Z1Z2 1 (0, 1, 0) (0, 1, 0)
q3 Z3 1 (1, 1, 0) (1, 1, 0) Z0Z1Z2Z3 0 (1, 0, 0) (1, 0, 0)
q4 Z4 1 (0, 1, 1) (0, 1, 1) Z5Z6Z7 1 (1, 1, 1) (1, 1, 1)
q5 Z5 1 (1, 0, 0) (1, 0, 0) Z6Z7 0 (0, 1, 1) (0, 1, 1)
q6 Z6 1 (0, 1, 0) (0, 1, 0) Z7 1 (0, 0, 1) (0, 0, 1)
q7 Z7 1 (0, 0, 1) (0, 0, 1) vz

1 Z2 1 (1, 0, 1) (1, 0, 1)
q8 Z8 0 (0, 0, 0) (1, 1, 1) Z2Z9 1 (1, 0, 1) (0, 0, 0)
q9 Z9 0 (0, 0, 0) (1, 0, 1) Z2Z9Z5 0 (0, 0, 1) (1, 0, 0)
q10 Z10 0 (0, 0, 0) (1, 1, 0) Z2Z9Z5Z12 0 (0, 0, 1) (0, 0, 0)
q11 Z11 0 (0, 0, 0) (0, 1, 1) Z10Z1Z8 1 (1, 1, 1) (1, 1, 0)
q12 Z12 0 (0, 0, 0) (1, 0, 0) Z1Z8 1 (1, 1, 1) (0, 0, 0)
q13 Z13 0 (0, 0, 0) (0, 1, 0) Z8 0 (0, 0, 0) (1, 1, 1)
q14 Z14 0 (0, 0, 0) (0, 0, 1) vz

2 Z3 1 (1, 1, 0) (1, 1, 0)
f z
4 Z2 1 (1,0,1) (1,0,1) Z3Z10 1 (1, 1, 0) (0, 0, 0)

Z2Z5 0 (0,0,1) (0,0,1) Z3Z10Z6 0 (1, 0, 0) (0, 1, 0)
Z1 1 (1,1,1) (1,1,1) Z3Z10Z6Z13 0 (1, 0, 0) (0, 0, 0)

f z
5 Z3 1 (1,1,0) (1,1,0) Z11Z1Z8 1 (1, 1, 1) (0, 1, 1)

Z3Z6 0 (1,0,0) (1,0,0) Z1Z8 1 (1, 1, 1) (0, 0, 0)
Z1 1 (1,1,1) (1,1,1) Z8 0 (0, 0, 0) (1, 1, 1)

f z
6 Z4 1 (0,1,1) (0,1,1) vz

3 Z4 1 (0, 1, 1) (0, 1, 1)
Z4Z7 0 (0,1,0) (0,1,0) Z4Z11 1 (0, 1, 1) (0, 0, 0)
Z1 1 (1,1,1) (1,1,1) Z4Z11Z7 0 (0, 1, 0) (0, 0, 1)

Z4Z11Z7Z14 0 (0, 1, 0) (0, 0, 0)
Z9Z1Z8 1 (1, 1, 1) (1, 0, 1)
Z1Z8 1 (1, 1, 1) (0, 0, 0)
Z8 0 (0, 0, 0) (1, 1, 1)
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in each protocol (assuming that the qubit preparation and
measurement are fast and the ancilla can be reused).

In the next section, we generalize our technique to fam-
ilies of capped and recursive capped color codes, which
have similar properties to the 3D color code of distance 3.
Capped and recursive capped color codes will be defined
in Secs. IV A and IV B respectively, and the construc-
tion of circuits for measuring the code generators will be
discussed in Sec. IV C.

IV. SYNDROME MEASUREMENT CIRCUITS FOR
A CAPPED COLOR CODE

In the previous section, we have seen that it is possible
to construct circuits for the 3D color code of distance 3
such that the fault set is distinguishable. In this section, we
extend our construction ideas to quantum codes of higher
distance. First, we introduce families of capped and recur-
sive capped color codes, whose properties are similar to
those of the 3D color codes, but the structures of the recur-
sive capped color codes of higher distance are more suit-
able for our construction rather than those of the 3D color
codes of higher distance (as defined in Ref. [73]). After-
wards, we apply the error-correction ideas using weight
parities from the previous section and develop the main
theorem of this work, which can help us find proper CNOT
orderings for a capped or a recursive capped color code of
any distance.

A. Capped color codes

We begin by defining some notation for the 2D color
codes [54] and stating some code properties. A 2D color
code of distance d (d = 3, 5, 7, . . . ) is an [[n2D, 1, d]] CSS-
code, where n2D = (3d2 + 1)/4. The number of stabilizer
generators of each type is r = (n2D − 1)/2 (note that the
total number of generators is 2r). For any 2D color code,
it is possible to choose generators so that those of each
type (X or Z) are 3-colorable. The three smallest 2D color
codes are shown in Fig. 5.

A 2D color code of any distance has the following
properties [74]:

1. the number of qubits n2D is odd,
2. every generator has even weight,

FIG. 5. 2D color codes of distances 3, 5, and 7.

3. the code encodes one logical qubit,
4. logical X and logical Z operators are of the form

X ⊗n2DM and Z⊗n2DN , where M , N are some stabi-
lizers,

5. the set of physical qubits of a 2D color code is
bipartite.

With properties 1–4, we can see that Lemma 1 is applicable
to a 2D color code of any distance.

A capped color code CCC(d) is constructed from two
layers of the 2D color code of distance d plus one qubit.
Thus, the number of qubits of CCC(d) is 2n2D + 1 =
3(d2 + 1)/2. Examples of capped color codes with d = 5
and 7 are displayed in Fig. 6(a), and their dual lattices are
shown in Fig. 6(b). Let qi denote qubit i. For convenience,
we divide each code into three areas: the top qubit (consist-
ing of q0), the center plane (consisting of q1 to qn2D), and
the bottom plane (consisting of qn2D+1 to q2n2D). We pri-
marily use the center plane as a reference, and sometimes
call the qubits on the center plane on-plane qubits and call
the qubits on the bottom plane off-plane qubits. Note that
the set of physical qubits of CCC(d) is also bipartite [as
colored in black and white in Fig. 6(a)] since the set of
physical qubits of any 2D color code is bipartite.

(a)

(b)

(c)

FIG. 6. Capped color codes CCC(d) with d = 5 (left) and
d = 7 (right). (a) The set of qubits of any capped color code
is bipartite, as displayed by black and white vertices. (b) The
dual lattice of each capped color code. (c) Stabilizer generators
of each code can be illustrated by volume operators.
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A capped color code CCC(d) is a CSS subsystem code
[76,77]. Its stabilizer generators are volume operators that
can be defined as follows:

1. vx
0 and vz

0 are X -type and Z-type operators that
cover q0 and all qubits on the center plane—these
operators are called cap generators,

2. vx
1, . . . , vx

r and vz
1, . . . , vz

r are X -type and Z-type
operators in which each vx

i (or vz
i ) acts as an X -

type (or a Z-type) generator of the 2D color code
on both center and bottom planes—these operators
are called v generators.

The stabilizer generators of a capped color code are illus-
trated in Fig. 6(c). Using this notation, the stabilizer group
of the code is

SCCC = 〈vx
0, vx

1, . . . , vx
r , vz

0, vz
1, . . . , vz

r 〉. (8)

For each CCC(d), the generators of the gauge group are
face operators that can be defined as follows:

1. f x
1 , . . . , f x

r are X -type operators in which each oper-
ator acts as an X -type generator of the 2D color code
on the center plane,

2. f z
r+1, . . . , f z

2r are Z-type operators in which each
operator acts as a Z-type generator of the 2D color
code on the center plane, and f x

i and f z
r+i (i =

1, . . . , r) act on the same set of qubits,
3. f z

1 , . . . , f z
r and f x

r+1, . . . , f x
2r are Z-type and X -type

operators that satisfy the conditions

(a) f x
i and f z

j anticommute when i = j (i, j =
1, . . . , 2r),

(b) f x
i and f z

j commute when i �= j (i, j =
1, . . . , 2r),

(c) f z
i and f x

r+i (i = 1, . . . , r) act on the same set of
qubits.

With this notation, the gauge group of each CCC(d) is

GCCC = 〈vx
i , vz

i , f x
j , f z

j 〉, (9)

where i = 0, 1, . . . , r and j = 1, . . . , 2r.
Another way to define the gauge group of each CCC(d)

is to use gauge generators of weight 4 that are vertical face
operators lying between the center and the bottom planes,
instead of f z

1 , . . . , f z
r and f x

r+1, . . . , f x
2r defined previously.

Let ez
1, . . . , ez

r and ex
r+1, . . . , ex

2r denote such generators
(where ez

i and ex
r+i act on the same set of qubits). Each

pair of ez
i and ex

r+i can be represented by an edge on a 2D
color code. For example, vertical face generators ez

1, . . . , ez
r

and ex
r+1, . . . , ex

2r of capped color codes with d = 5 and
d = 7 are depicted in Fig. 7. Note that {f z

1 , . . . , f z
r } and

{ez
1, . . . , ez

r} (or {f x
r+1, . . . , f x

2r } and {ex
r+1, . . . , ex

2r}) gener-
ate the same group. Therefore, the gauge group of each

(a)

(b)

FIG. 7. (a) Vertical face generators ez
1, . . . , ez

r and ex
r+1, . . . , ex

2r
of capped color codes CCC(d)with d = 5 (left) and d = 7 (right)
(ez

i and ex
r+i act on the same set of qubits). The operators of each

code can be represented by edges on a 2D color code, as shown
in (b).

CCC(d) can also be written as

GCCC = 〈vx
i , vz

i , f x
j , ex

r+j , f z
r+j , ez

j 〉, (10)

where i = 0, 1, . . . , r and j = 1, . . . , r.
It should be noted that in this work the term “color code”

is used to describe a subsystem code satisfying the two
conditions proposed in Ref. [74]. This may be different
from common usages in other literature in which the term
refers to a stabilizer code. A capped color code is actually a
color code in three dimensions since the dual lattice of the
code [see Fig. 6(b) for examples] is 4-colorable and can be
constructed by attaching tetrahedra together (see Ref. [74]
for more details). However, the capped color code and the
3D color code defined in Ref. [73] are different codes.

A capped color code is a subsystem code that encodes
one logical qubit, meaning that there are n2D gauge qubits
for each CCC(d). We can clearly see that CCC(3) is
exactly the 3D color code of distance 3 discussed in
Sec. III A. Similarly, a stabilizer code encoding one logical
qubit can be obtained from CCC(d) by choosing n2D inde-
pendent, commuting gauge operators, and including them
in the stabilizer group. This work will discuss two possible
ways to do so, and the resulting codes will be called the
code in H form and the code in T form (similar to the case
of the 3D color code of distance 3).

1. Capped color codes in H form

Observe that the center plane of CCC(d) that covers
qubits 1 to n2D looks exactly like the 2D color code of
distance d. The stabilizer group of the 2D color code is
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S2D = 〈f x
1 , . . . , f x

r , f z
r+1, . . . , f z

2r〉. A capped color code in H
form constructed from CCC(d) can be obtained by adding
the stabilizer generators of the 2D color code to the origi-
nal generating set of CCC(d). Thus, the stabilizer group of
the code in H form is

SH = 〈vx
i , vz

i , f x
j , f z

r+j 〉, (11)

where i = 0, 1, . . . , r and j = 1, 2, . . . , r. Logical X and
logical Z operators of this code are of the form X ⊗nM and
Z⊗nN , where M , N are some stabilizers in SH . Note that
Lemma 1 is applicable to the code in H form constructed
from any CCC(d).

The code in H form is a code of distance d. This can be
proved as follows.

Proposition 2. The capped color code in H form con-
structed from CCC(d) has distance d.

Proof. In order to prove that the distance of a stabilizer
code is d, we show that the weight of a nontrivial logi-
cal operator is at least d; that is, any Pauli error of weight
< d is either a stabilizer or an error with a nontrivial syn-
drome, and there exists a nontrivial logical operator of
weight exactly d. Since the capped color code in H form
is a CSS code and X -type and Z-type generators have the
same form, we can consider X -type and Z-type errors sep-
arately. For an error that occurred on the code in H form,
we represent its weight by a triple (a, b, c), where a, b, c are
the weights of the errors that occurred on the top qubit, the
center plane, and the bottom plane, respectively.

Suppose that a Z-type error has weight k < d. The
weight of such an error will be of the form (a, b, c) with
a = 0 and b + c = k, or with a = 1 and b + c = k − 1.
Observe that the stabilizer generators of the 2D color code
on the center plane (which is a subcode of the capped color
code in H form) are f x

1 , . . . , f x
r and f z

r+1, . . . , f z
2r . Moreover,

the 2D color code on the bottom plane is also a subcode of
the capped color code in H form, whose stabilizer gener-
ators are f x

1 · vx
1, . . . , f x

r · vx
r and f z

r+1 · vz
1, . . . , f z

2r · vz
r (the

syndrome obtained by measuring v generators is the sum
of the syndromes obtained from the 2D color codes on both
planes). Since both 2D color codes on the center and the
bottom planes have distance d, any Z-type error of weight
< d that occurs solely on the center or the bottom plane
either has nontrivial syndrome or acts as a stabilizer on
such a plane. From the possible forms of error, a Z-type
error of weight < d on the capped color code in H form
corresponding to the trivial syndrome must act as a stabi-
lizer on both planes and commute with vx

0. Using Lemma 1,
the weight of such an operator must be in the form (0, b, c),
where b, c are even numbers. So the total weight of the
error is even, and it cannot be a logical Z operator (by
Lemma 1). Therefore, any Z-type error of weight < d is

either a stabilizer or an error with a nontrivial syndrome.
The same analysis is applicable to X -type errors of weight
< d.

Next, we show that there exists a logical Z operator of
weight exactly d. Consider a Z-type operator whose weight
is of the form (0, 0, d) and acts as a logical Z operator on
the 2D color code on the bottom plane (the operator exists
because the 2D color code has distance d). Such an opera-
tor commutes with all generators of the capped color code
in H form and has odd weight. By Lemma 1, this operator
is a logical Z operator. This completes the proof. �

The capped color code in H form constructed from
CCC(d) is an [[n, 1, d]] code, where n = 2n2D + 1. Sim-
ilar to the 3D color code of distance 3 in H form, it is
not hard to verify that Hadamard, S, and CNOT gates are
transversal; their logical gates are H̄ = H⊗n, S̄ = (S†)⊗n,
and CNOT = CNOT⊗n.

It should be noted that there are many other choices of
stabilizer generators that can give the same code as what
is constructed here. However, different choices of genera-
tors can give different fault sets, which may or may not be
distinguishable. In Sec. IV C, we only discuss circuits for
measuring generators corresponding to Eq. (11).

2. Capped color codes in T form

A capped color code in T form is constructed from
CCC(d) by adding all Z-type face generators of weight 4
to the old generating set of CCC(d). That is, the stabilizer
group of the code in T form is

ST = 〈vx
i , vz

i , f z
j 〉, (12)

where i = 0, 1, . . . , r and j = 1, 2, . . . , 2r, or, equivalently,

ST = 〈vx
i , vz

i , ez
k, f z

r+k〉, (13)

where i = 0, 1, . . . , r and k = 1, 2, . . . , r. Similar to the
code in H form, logical X and logical Z operators of
this code are of the form X ⊗nM and Z⊗nN , where M , N
are some stabilizers in ST. Note that Lemma 1 is also
applicable to the code in T form constructed for any
CCC(d).

Unlike the code in H form, the capped color code in
T form constructed from CCC(d) is a code of distance 3
regardless of the parameter d, i.e., it is an [[n, 1, 3]] code,
where n = 2n2D + 1. The proof of the code distance is as
follows.

Proposition 3. The capped color code in T form con-
structed from CCC(d) has distance 3.

Proof. Similar to the proof of Proposition 2, we show that
(1) any Pauli error of weight< 3 is either a stabilizer or an
error with a nontrivial syndrome, and that (2) there exists
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a nontrivial logical operator of weight exactly 3. However,
for the capped color code in T form, X -type and Z-type
generators have different forms, so we have to analyze both
types of errors. Observe that all of the Z-type generators of
the code in H form are also Z-type generators of the code
in T form; thus, we can use the analysis in the proof of
Proposition 2 to show that any X -type error of weight < d
is either a stabilizer or an error with a nontrivial syndrome.
Thus, we only have to show that any Z-type error of weight
< 3 is either a stabilizer or an error with a nontrivial syn-
drome, and that there exists a logical Z operator of weight
exactly 3. Similar to the proof of Proposition 2, we rep-
resent its weight by a triple (a, b, c), where a, b, c are the
weights of the errors that occurred on the top qubit, the
center plane, and the bottom plane, respectively.

The X -type generators of the capped color code in T
form are vx

0, vx
1, . . . , vx

r . First, let us consider any Z-type
error of weight 1. We can easily verify that the error anti-
commutes with at least one X -type generator, so its syn-
drome is nontrivial. Next, consider a Z-type error of weight
2. The weight of the error will have one of the following
forms: (0, 2, 0), (0, 1, 1), (0, 0, 2), (1, 1, 0), or (1, 0, 1). We
find that (1) a Z-type error of the form (0, 1, 1) or (1, 0, 1)
anticommutes with vx

0, and (2) a Z-type errors of the form
(0, 2, 0), (0, 0, 2), or (1, 1, 0) anticommutes with at least
one v generator (since v generators act as generators of
the 2D color code on both planes simultaneously, and the
2D color code has distance d). Therefore, the syndrome of
any Z-type error of weight 2 is nontrivial.

Next, we show that there exists a logical Z operator of
distance exactly 3. Consider a Z-type operator of weight 3
of the form Z0ZiZr+i, where i = 1, 2, . . . , r. We can verify
that such an operator commutes with all X -type generators.
Since the operator has odd weight, it is a logical Z operator
by Lemma 1. �

CNOT and T gates are transversal for the code in T
form, while Hadamard and S gates are not. In order to
prove the transversality of the T gate, we use the following
lemma [74].

Lemma 2. Let C be an [[n, k, d]] CSS subsystem code in
which n is odd, k is 1, and X ⊗n and Z⊗n are bare logical
X and Z operators [82]. Also, let Q be the set of all physi-
cal qubits of C, and let p be any positive integer. Suppose
that there exists V ⊂ Q such that, for any m = 1, . . . , p, for
every subset {gx

1, . . . , gx
m} of the X -type gauge generators

of the code, the following holds:

∣∣∣∣V ∩
m⋂

i=1

Gi

∣∣∣∣ =
∣∣∣∣Vc ∩

m⋂
i=1

Gi

∣∣∣∣ mod 2p−m+1 (14)

where Gi is the set of physical qubits that support gx
i . Then,

a logical Rp gate (denoted by R̄p) can be implemented
by applying Rq

p to all qubits in V and applying R−q
p to

all qubits in Vc, where Rp = diag(1, exp(2π i/2p)), q is a
solution to q(|V| − |Vc|) = 1 mod 2p , and Vc = Q\V.

The proof of the transversality of the T gate is as follows.

Proposition 4. A T gate is transversal for the capped color
code in T form constructed from any CCC(d).

Proof. Let C be the capped color code in T form con-
structed from any CCC(d) (C is a stabilizer code, i.e., it
is a subsystem code in which the stabilizer group and the
gauge group are the same). Note that the X -type stabi-
lizer generators of the code are vx

0, vx
1, . . . , vx

r , which are
also the X -type gauge generators. Also, let p = 3 (since
T = R3), q = 1, and let V and Vc be the sets of qubits sim-
ilar to those represented by the black and white vertices
in Fig. 6(a) [this kind of representation is always possible
for any CCC(d) since the set of physical qubits of CCC(d)
is bipartite]. We use Lemma 2 and show that Eq. (14) is
satisfied for m = 1, 2, 3.

Let Gi be the set of qubits that support X -type generator
gx

i . If m = 1, we can easily verify that |V ∩ G1| = |Vc ∩
G1| mod 8 for every gx

1 ∈ {vx
0, vx

1, . . . , vx
r } since half of the

supporting qubits of any X -type generator are in V and the
other half are in Vc.

In the case when m = 2, let {gx
1, gx

2} be a subset of
{vx

0, vx
1, . . . , vx

r }. If gx
1 is a cap generator vx

0 and gx
2 is a

v generator vx
i , i = 1, . . . , r, then G1 ∩ G2 consists of the

qubits that support the face generator f x
i . Since half of

the qubits in G1 ∩ G2 are in V and the other half are in
Vc, we have |V ∩ G1 ∩ G2| = |Vc ∩ G1 ∩ G2| (equal to 2
or 3, depending on vx

i ). If gx
1 and gx

2 are adjacent v gen-
erators, then G1 ∩ G2 consists of four qubits, two of them
are in V and the other two are in Vc. So |V ∩ G1 ∩ G2| =
|Vc ∩ G1 ∩ G2| = 2. If gx

1 and gx
2 are nonadjacent v genera-

tors, then |V ∩ G1 ∩ G2| = |Vc ∩ G1 ∩ G2| = 0. Therefore,
Eq. (14) is satisfied for any subset {gx

1, gx
2}.

In the case when m = 3, let {gx
1, gx

2, gx
3} be a sub-

set of {vx
0, vx

1, . . . , vx
r }. If gx

1 is a cap generator vx
0 and

gx
2, gx

3 are adjacent v generators, or gx
1, gx

2, gx
3 are v gen-

erators in which any two of them are adjacent, then
G1 ∩ G2 ∩ G3 consists of two qubits, one of them is in
V and the other one is in Vc. Thus, |V ∩ G1 ∩ G2 ∩ G3| =
|Vc ∩ G1 ∩ G2 ∩ G3| = 1. If gx

1 is a cap generator vx
0 and

gx
2, gx

3 are nonadjacent v generators, or gx
1, gx

2, gx
3 are v gen-

erators in which some pair of them are not adjacent, then
G1 ∩ G2 ∩ G3 is the empty set. So |V ∩ G1 ∩ G2 ∩ G3| =
|Vc ∩ G1 ∩ G2 ∩ G3| = 0. Therefore, Eq. (14) is satisfied
for any subset {gx

1, gx
2, gx

3}.
Since the sufficient condition in Lemma 2 is satisfied,

a transversal T gate can be implemented by applying T
gates to all qubits in V (represented by black vertices) and
applying T† gates to all qubits in Vc (represented by white
vertices). �
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Incidentally, the capped color codes in T form pre-
sented here are similar to some codes that appear in other
works. In fact, the capped color codes in T form are
the same as the stacked codes with distance 3 protection
defined in Ref. [78] (where alternative proofs of Propo-
sitions 3 and 4 are also presented). Such a code is the
basis for the construction of the (d − 1)+ 1 stacked code
defined in the same work, whose code distance is d (see
also Refs. [79,80] for other subsystem codes with similar
construction).

3. Code switching

Similar to the 3D color code of distance 3, one can trans-
form between the capped color code in H form and the
code in T form derived from the same CCC(d) using the
code switching technique [71–74]. Suppose that we start
from the code in H form. The code switching can be done
by first measuring ez

1, . . . , ez
r (vertical face generators of

weight 4), then applying an X -type Pauli operator that

1. commutes with all the vx
i and vz

i (i = 0, 1, . . . , r),
2. commutes with f z

r+1, . . . , f z
2r , and

3. for each j = 1, . . . , r, commutes with ez
j if the out-

come from measuring such an operator is 0 (the
eigenvalue is +1) or anticommutes with ez

j if the
outcome is 1 (the eigenvalue is −1).

We can use a similar process to switch from the code in T
form to the code in H form, except that f x

1 , . . . , f x
r will be

measured and the operator to be applied is a Z-type Pauli
operator that commutes or anticommutes with f x

1 , . . . , f x
r

(depending on the measurement outcomes).

B. Recursive capped color codes

One drawback of a capped color code CCC(d) is that the
code in T form has only distance 3 regardless of the param-
eter d. This prevents us from performing fault-tolerant
T-gate implementation through code switching because a
few faults that occur to the code in T form can lead to a log-
ical error. In this section, we introduce a way to construct
a code of distance d from capped color codes through a
process of recursive encoding. The resulting code will be
called the recursive capped color code.

First, let us consider a capped color code in T form
obtained from any (subsystem) capped color code CCC(d).
There are many possible errors of weight 3 that are non-
trivial logical errors of this code, but all of them have one
thing in common: any logical error of weight 3 has support
on q0 (the top qubit of a capped color code). So if we can
reduce the error rate on q0, a logical error of weight 3 on
a capped color code in T form will be less likely. In par-
ticular, if q0 is encoded by a code of distance d − 2, the
distance of the resulting code will be d.

We define a recursive capped color code RCCC(d) (d =
3, 5, 7, . . . ) to be a subsystem CSS code obtained from the
following procedure:

1. RCCC(3) and CCC(3) are the same code,
2. RCCC(d) is obtained by encoding q0 (the top qubit)

of CCC(d) by RCCC(d − 2).

Constructing a recursive capped color code is similar
to constructing a concatenated code. However, instead
of encoding every physical qubit of the original code
by another code, here we only encode q0 of a capped
color code by a recursive capped color code with smaller
parameter.

It should be noted that a stacked code of distance d [78]
can be obtained using a recursive encoding procedure sim-
ilar to that presented above. However, in that case, the top
qubit of a capped color code CCC(d) is encoded by the
same capped color code [CCC(d)], and the procedure is
repeated (d − 3)/2 times. The recursive capped color code
RCCC(d) with d = 7 and the stacked code of distance 7
are illustrated in Fig. 8.

The number of qubits of RCCC(d) is (d3 + 3d2 + 3d −
3)/4. For convenience, we divide each RCCC(d) into d
layers.

1. The first layer consists of the top qubit q0.
2. The (j − 1)th layer where j = 3, 5, . . . , d (which is

similar to a 2D color code of distance j ) will be
called the center plane of inner CCC(j ).

3. The j th layer where j = 3, 5, . . . , d (which is similar
to a 2D color code of distance j ) will be called the
bottom plane of inner CCC(j ).

Similar to a capped color code, the stabilizer generators
of RCCC(d) are defined by volume operators of X and Z
types, and the gauge generators are defined by volume and
face generators of X and Z types.

1. Recursive capped color codes in H form

The stabilizer group of a recursive capped color code
in H form can be obtained by adding X - and Z-type face

(a) (b)

FIG. 8. (a) The recursive capped color code RCCC(d) with
d = 7. (b) The stacked code of distance 7.

030322-17



THEERAPAT TANSUWANNONT and DEBBIE LEUNG PRX QUANTUM 3, 030322 (2022)

generators that are generators of 2D color codes on the cen-
ter planes (layers 2, 4, . . . , d − 1) to the original stabilizer
generating set of RCCC(d). Similar to the construction
of the subsystem code previously described, the recursive
capped color code in H form constructed from RCCC(d)
can also be obtained by encoding the top qubit q0 of the
capped color code in H form constructed from CCC(d)
by the recursive capped color code in H form constructed
from RCCC(d − 2).

The recursive capped color code in H form constructed
from RCCC(d) has distance d. This can be proved as
follows.

Proposition 5. The recursive capped color code in H form
constructed from RCCC(d) has distance d.

Proof. Consider a capped color code in H form constructed
from CCC(d) that has distance d (see Proposition 2). One
example of a logical error of weight d of this code is a
logical error of a 2D color code of distance d on the bot-
tom plane. Encoding the top qubit of a capped color code
in H form by the recursive capped color code in H form
constructed from RCCC(d − 2) will not affect the afore-
mentioned logical error, so the distance of the resulting
code is still d. �

A recursive capped color code in H form constructed
from RCCC(d) is an [[n, 1, d]] code, where n = (d3 +
3d2 + 3d − 3)/4. Similar to a capped color code in H form,
a recursive capped color code in H form also possesses
transversal Hadamard, S, and CNOT gates, where H̄ =
H⊗n, CNOT = CNOT⊗n, S̄ = (S†)⊗n when d = 3, 7, 11, . . .,
and S̄ = (S)⊗n when d = 5, 9, 13, . . ..

2. Recursive capped color codes in T form

Consider the (j − 1)th and j th layers (j = 3, 5, . . . , d)
of a subsystem code RCCC(d), which are similar to 2D
color codes of distance j . We can define vertical face gen-
erators of inner CCC(j ) between these two layers similar
to the way we defined vertical face generators for CCC(d)
in Sec. IV A (see Fig. 7 for examples). The stabilizer
group of a recursive capped color code in T form can be
obtained by adding vertical face generators of Z type of
all inner CCC(j )’s to the original stabilizer generating set
of RCCC(d). Also, similar to the construction of the sub-
system code RCCC(d), the recursive capped color code
in T form constructed from RCCC(d) can be obtained by
encoding the top qubit q0 of the capped color code in T
form constructed from CCC(d) by the recursive capped
color code in T form constructed from RCCC(d − 2).

Unlike the capped color code in T form constructed from
CCC(d) whose distance is 3 regardless of the parameter d,
the recursive capped color code in T form constructed from
RCCC(d) has distance d. This can be proved as follows.

Proposition 6. The recursive capped color code in T form
constructed from CCC(d) has distance d.

Proof. Consider a capped color code in T form constructed
from CCC(d) that has distance 3 (see Proposition 3). We
find that any logical error of weight 3 is of Z type and has
support on q0 (the top qubit of the capped color code).
Suppose that q0 is encoded by a code of distance d − 2,
effectively becoming an inner logical qubit q̄0. To create
a logical error on the resulting code similar to the logi-
cal error of weight 3 on a capped color code in T form,
we need an error on q̄0 plus errors on two more qubits.
Thus, the minimum weight of a logical error of the result-
ing code is (d − 2)+ 2 = d. In our case, the code being
used to encode q0 is the recursive capped color code in
T form constructed from RCCC(d − 2). By induction, the
recursive capped color code in T form constructed from
RCCC(d) has distance d. �

A recursive capped color code in T form constructed
from RCCC(d) is an [[n, 1, d]] code, where n = (d3 +
3d2 + 3d − 3)/4. Similar to a capped color code in T form,
a recursive capped color code in T form also possesses
transversal CNOT and T gates. The proof of transversality
of the T gate is as follows.

Proposition 7. A T gate is transversal for the recur-
sive capped color code in T form constructed from any
RCCC(d).

Proof. Recall that, for any capped color code in T form, by
Proposition 4, a logical T gate can be achieved by applying
physical T and T† gates on qubits represented by black and
white vertices, respectively [see Fig. 6(a) for examples; the
representation can be extended to any CCC(d) since the set
of physical qubits of CCC(d) is bipartite]. Suppose that the
top qubit q0 of a capped color code in T form constructed
from CCC(d) is encoded by the recursive capped color
code in T form constructed from RCCC(d − 2), becoming
an inner logical qubit q̄0. A logical T gate of the resulting
code is similar to a logical T gate of the capped color code,
except that an (inner) logical T gate is applied on q̄0. By
induction, the T gate for q̄0 is transversal, and the T gate
for the recursive capped color code in T form constructed
from RCCC(d) is also transversal. �

3. Code switching

Similar to the capped color codes, the code switching
technique can be used to transform between the recursive
capped color codes in H and T forms constructed from the
same RCCC(d). In particular, we can switch from the code
in H form to the code in T form by measuring Z-type ver-
tical face generators of all inner CCC(j )’s and applying an
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appropriate Pauli operator depending on the measurement
outcome. Switching from the code in T form to the code in
H form can be done in a similar fashion, except that X -type
generators of 2D color codes on the center planes (lay-
ers 2, 4, . . . , d − 1) will be measured instead. We refer the
reader to the process of finding a appropriate Pauli operator
for code switching in Sec. IV A.

We have not yet discussed whether the procedure above
is fault tolerant when we switch between the recursive
capped color codes in H form and T form. However, the
discussion of the fault-tolerant implementation of T gate
will be deferred until Sec. V E.

C. Circuit configuration for capped and recursive
capped color codes

One of the main goals of this work is to find circuits
for measuring generators of a capped color code in H
form in which the corresponding fault set Ft is distin-
guishable [where t = τ = (d − 1)/2 and d = 3, 5, 7, . . . is
the code distance], and we expect that similar circuits will
also work for a recursive capped color code in H form.
As discussed before, the CNOT orderings and the number
of flag ancillas are crucial for the circuit design. Finding
such circuits for a capped color code of any distance using
a random approach can be very challenging because of a
few reasons. (1) The number of stabilizer generators of a
capped color code increases quadratically as the distance
increases. This means that the number of possible single
faults in the circuits grow quadratically as well. (2) For a
code with larger distance, a fault set Ft with larger t will
be considered. Since it concerns all possible fault combi-
nations arising from up to t faults, the size of Ft grows
dramatically (perhaps exponentially) as t and the number
of possible single faults increase. For these reasons, veri-
fying whether Ft is distinguishable using the conditions in
Definition 3 requires a lot of computational resources, and
exhaustive searches for appropriate CNOT orderings may
turn intractable.

Fortunately, there is a way to simplify the search for the
CNOT orderings. From the structure of the capped color
code in H form, it is possible to relate CNOT orderings
for the 3D-like generators to those for the 2D-like gen-
erators, as we have seen in the circuit construction in
Sec. III B. Instead of finding CNOT orderings directly for
all generators, we simplify the problem and develop suf-
ficient conditions for the CNOT orderings of the 2D-like
generators that, if satisfied, can guarantee that the fault
set Ft (which concerns both 3D-like and 2D-like gener-
ators) is distinguishable. Although we still need to check
whether the sufficient conditions are satisfied for given
CNOT orderings, the process is much simpler than check-
ing the conditions in Definition 3 directly when the size of
Ft is large.

We begin by dividing the stabilizer generators of the
capped color code in H form constructed from CCC(d) into
three categories (similar to the discussion in Sec. III B):

1. cap generators consisting of vx
0 and vz

0,
2. v generators consisting of vx

1, . . . , vx
r and vz

1, . . . , vz
r ,

3. f generators consisting of f x
1 , . . . , f x

r and f z
r+1, . . . ,

f z
2r .

Here we only consider fault combinations arising from
circuits for measuring Z-type generators that can lead to
purely Z-type data errors of any weight. This is because
i faults in circuits for measuring X -type generators can-
not cause a Z-type data error of weight greater than i (and
vice versa). Similar analysis will be applicable to the case
of purely X -type errors, and also to the case of mixed-
type errors. We first consider a Z-type data error and a
flag vector arising from each single fault. Afterwards, fault
combinations constructed from multiple faults will be con-
sidered, where the combined data error and the cumulative
flag vector for each fault combination can be calculated
using Eqs. (4) and (5).

Observe that the center plane of a capped color code
behaves like a 2D color code, and that the weight of a
Z-type error that occurred on the center plane can be mea-
sured by the cap generator vx

0. In order to find CNOT
orderings for generators of each category, we use an idea
similar to that presented in Sec. III B; we try to design cir-
cuits for measuring Z-type generators so that most of the
possible Z-type errors arising from a single fault are on the
center plane. In this work, we start by imposing general
configurations of data and flag CNOT gates; these general
configurations will facilitate finding CNOT orderings. Then,
exact configurations of CNOT gates that can make Ft distin-
guishable will be found using the theorem developed later
in this section. The general configurations of data CNOT
gates, which depend on the category of the generator, are
as follows.

General configurations of data CNOT gates.

1. The f generator: there is no constraint for the order-
ing of data CNOT gates since each f generator lies
on the center plane, but the ordering for f z

r+i (or f x
i )

must be related to the ordering for vz
i (or vx

i ) where
i = 1, . . . , r.

2. The v generator: the sawtooth configuration will be
used; the qubits on which the data CNOT gates act
must be alternated between on-plane and off-plane
qubits. The ordering of data CNOT gates for vz

i (or
vx

i ) is referenced by the ordering of data CNOT gates
for f z

r+i (or f x
i ) where i = 1, . . . , r (see the examples

in Fig. 9 and Sec. III B).
3. The cap generator: the first data CNOT gate must

always be the one that couples q0 with the syndrome
ancilla. The ordering of the other data CNOT gates
has yet to be fixed.
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In general, some flag ancillas may be added to the cir-
cuits for measuring a generator to help distinguish some
possible errors and make Ft distinguishable. In that case,
the general configurations for data CNOT gates will also be
applied to the data CNOT gates in each flag circuit. More-
over, the following additional configurations for flag CNOT
gates will be required.

General configurations of flag CNOT gates.

1. For each flag circuit, the first and the last data CNOT
gates must not be in between any pair of flag CNOT
gates.

2. The arrangements of flag CNOT gates in the circuits
for each pair of f and v generators must be simi-
lar; suppose that a flag circuit for f z

r+i (or f x
i ) where

i = 1, . . . , r is given. A flag circuit for vz
i (or vx

i ) is
obtained by replacing each data CNOT gate that cou-
ples qj with the syndrome ancilla (j = 1, . . . , n2D)
by two data CNOT gates that couple qj and qn2D+j
with the syndrome ancilla; see the example in
Fig. 9.

By imposing the general configurations for data and flag
CNOT gates, what have yet to be determined before Ft is
specified are the ordering of data CNOT gates for each f
generator, the ordering of data CNOT gates after the first
data CNOT gate for each cap generator, and the number of
flag ancillas and the ordering of their relevant flag CNOT
gates. (Note that having more flag ancillas can make fault

(a)

(b)

FIG. 9. (a) An example of a flag circuit for measuring the f
generator with two flag ancillas. (b) A flag circuit for measur-
ing the corresponding v generator. The circuit is obtained by
replacing each data CNOT gate that couples qj with the syndrome
ancilla by two data CNOT gates that couple qj and qn2D+j with
the syndrome ancilla.

distinguishing become easier, but more resources such as
qubits and gates are also required.)

In this work, possible single faults that can give Z-type
errors will be divided into seven types (based on relevant
faulty locations) as follows.

1. Type q0: a fault causing a Z-type error on q0 that
does not arise from any Z-type generator measure-
ment. The total number of q0 faults is n0 (which is
0 or 1).

2. Type qon: a fault causing a single-qubit Z-type error
on the center plane that does not arise from any Z-
type generator measurement. The syndrome of an
error is denoted by �qon. The total number of qon
faults is non.

3. Type qoff: a fault causing a single-qubit Z-type
error on the bottom plane that does not arise from
any Z-type generator measurement. The syndrome
of an error is denoted by �qoff. The total number of
qoff faults is noff.

4. Type f: a fault that occurred during a measurement
of a f generator of Z type. A Z-type error from each
fault of this type and its syndrome are denoted by
σf and �pf. A flag vector corresponding to each fault
of this type is denoted by �ff. The total number of f
faults is nf.

5. Type v: a fault that occurred during a measurement
of a v generator of Z type that gives errors of the
same form on both center and bottom planes (see
the example in Fig. 10). A part of a Z-type error
from each fault of this type that occurred on the
center plane only (or the bottom plane only) and its
syndrome are denoted by σv and �pv. A flag vector
corresponding to each fault of this type is denoted
by �fv. The total number of v faults is nv.

FIG. 10. Consider a circuit for measuring a v generator of
Z type in which its supporting qubits are labeled as displayed
above and the ordering of data CNOT gates is (1, 2, . . . , 12). A
single fault in the circuit is either v type or v∗ type, depending
on whether the data errors on the center and the bottom planes
have the same form. For example, an IZ fault on the seventh
data CNOT gate is a v∗ fault since the data error arising from the
fault is Z9Z11 ⊗ Z8Z10Z12, while an IZ fault on the eighth data
CNOT gate is a v fault since the data error arising from the fault
is Z9Z11 ⊗ Z10Z12.
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6. Type v∗: a fault that occurred during a measure-
ment of a v generator of Z type in which an error
that occurred on the center plane and an error on
the bottom plane are different (see the example in
Fig. 10). A part of a Z-type error from each fault
of this type that occurred on the center plane only
and its syndrome are denoted by σv∗,cen and �pv∗,cen.
The other part of the Z-type error that occurred on
the bottom plane only and its syndrome are denoted
by σv∗,bot and �pv∗,bot. A flag vector corresponding
to each fault of this type is denoted by �f ∗

v . The total
number of v∗ faults is n∗

v.
7. Type cap: a fault that occurred during a measure-

ment of a cap generator of Z type. A Z-type error
from each fault of this type and its syndrome are
denoted by σcap and �pcap (σcap is always on the
center plane up to a multiplication of the cap gen-
erator being measured). A flag vector corresponding
to each fault of this type is denoted by �fcap. The total
number of cap faults is ncap.

Examples of faults of each type on the 3D structure are
illustrated in Fig. 11(a). Note that a fault of q0, qon,
or qoff type can be a Z-type input error, a single-qubit
error from phase flip, or a single fault during any X -type
generator measurement that gives a Z-type error.

(a)

(b)

FIG. 11. (a) Examples of faults of each type on the 3D struc-
ture. (b) Examples of faults of each type on the 2D plane.

Suppose that a single fault causes a Z-type data error
E and a flag vector �f . The syndrome of E evaluated
by X -type generators can be written as (sa, �sb, �sc), where
sa, �sb, �sc are syndromes obtained from measuring cap,f,
and v generators of X type. In addition, the flag vector can
be written as (�fa, �fb, �fc), where �fa, �fb, �fc are flag outcomes
obtained from circuits for measuring cap,f, and v gener-
ators of Z type, respectively. (The lengths of sa, �sb, �sc are
equal to the number of generators of each category, while
the lengths of �fa, �fb, �fc are equal to the number of gener-
ators of each category times the number of flag ancillas
in each flag circuit, assuming that all flag circuits have
an equal number of flag ancillas.) Let WP(σ ) denote the
weight parity of error σ . Because of the general config-
urations of CNOT gates being used, the weight parity and
the syndromes of a Z-type error (evaluated by X -type gen-
erators) and a flag vector arising from each type of fault
can be summarized as in Table II. Note that, for a v∗ fault,
σv∗,cen and σv∗,bot differ by a Z error on a single qubit;
i.e., WP(σv∗,cen)+ WP(σv∗,bot) = 1. Sometimes we write
�pv∗,cen + �pv∗,bot = �q∗

v to emphasize its similarity to the
syndrome of a single-qubit error.

Now, let us consider the case that a fault combination
arises from multiple faults. The syndrome and the weight
parity of the combined error, and the cumulative flag vec-
tor of a fault combination can be calculated by adding the
syndromes and the flag outcomes of all faults in the fault
combination (the addition is modulo 2). For example, sup-
pose that a fault combination consists of two faults that are
of qon type and v type. The syndrome �s(E) and the weight
parity WP(E) of the combined error E, and the cumulative
flag vector �f that correspond to such a fault combination
are

�s(E) = (1 + WP(σv), �qon + �pv, �qon),
WP(E) = 1,

�f = (�0, �0, �fv).

For a general fault combination composed of multiple
faults, the corresponding syndrome, weight parity, and
cumulative flag vector can be calculated as follows. Let
scap, �sf, �sv denote syndromes of the combined error eval-
uated by cap,f, and v generators of X type, let WPtot

denote the weight parity, and let �fcap,�ff,�fv denote parts of
the cumulative flag vector obtained from circuits for mea-
suring cap,f, and v generators of Z type. From Table II,
we find that, for each fault combination,

scap = n0 + non +
∑

WP(σf)+
∑

WP(σv)

+
∑

WP(σv∗,cen)+
∑

WP(σcap), (15)
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TABLE II. Syndrome �s = (sa, �sb, �sc), weight parity, and flag vector �f = (�fa, �fb, �fc) corresponding to a single fault of each type that
leads to a Z-type error. Here sa, �sb, �sc are syndromes evaluated by cap,f, and v generators of X type, while �fa, �fb, �fc are flag outcomes
obtained from circuits for measuring cap,f, and v generators of Z type. Note that in some cases a syndrome bit is equal to the weight
parity of an error.

Type of fault

q0 qon qoff f v v∗ cap

sa (cap) 1 1 0 WP(σf) WP(σv) WP(σv∗,cen) WP(σcap)
�sb (f) 0 �qon 0 �pf �pv �pv∗ ,cen �pcap
�sc (v) 0 �qon �qoff �pf 0 �pv∗,cen + �pv∗,bot �pcap

(or �q∗
v)

Weight parity 1 1 1 WP(σf) 0 1 WP(σcap)

�fa (cap) 0 0 0 0 0 0 �fcap
�fb (f) 0 0 0 �ff 0 0 0
�fc (v) 0 0 0 0 �fv �f ∗

v 0

�sf =
∑

�qon +
∑

�pf +
∑

�pv +
∑

�pv∗,cen

+
∑

�pcap, (16)

�sv =
∑

�qon +
∑

�qoff +
∑

�pf +
∑

�q∗
v

+
∑

�pcap, (17)

WPtot = n0 + non + noff +
∑

WP(σf)+ n∗
v

+
∑

WP(σcap), (18)

�fcap =
∑ �fcap, (19)

�ff =
∑ �ff, (20)

�fv =
∑ �fv +

∑ �f ∗
v , (21)

where each sum is over the same type of faults (the equa-
tions hold modulo 2). In addition, adding Eq. (15) to
Eq. (18) and adding Eq. (16) to Eq. (17) we obtain

WPbot = noff +
∑

WP(σv)+
∑

WP(σv∗,bot), (22)

�sbot =
∑

�qoff +
∑

�pv +
∑

�pv∗,bot, (23)

where WPbot = scap + WPtot and �sbot = �sf + �sv.
Equations (15)–(23) are the main ingredients for the

proof of the main theorem to be developed. One may notice
that Eqs. (15) and (16), (17) and (18), and (22) and (23)
come in pairs. They have the following physical meanings.
Suppose that the combined error E is E0 · Eon · Eoff,
where E0, Eon, Eoff are the error on q0, the error on the
center plane, and the error on the bottom plane. Then the
following statements hold.

1. Equation (16) is the syndrome of Eon, while Eq. (15)
is the weight parity Eon plus the weight parity
of E0.

2. Equation (17) is the syndrome of Eon · Eoff, while
Eq. (18) is the weight parity of Eon · Eoff plus the
weight parity of E0. (Since v generators capture
errors on both planes simultaneously, Eon · Eoff can
be viewed as a remaining error when Eon and Eoff

are “projected” on the same plane.)
3. Equation (23) is the syndrome of Eoff, while

Eq. (22) is the weight parity of Eoff.

From these pairs of equations, and from the fact that now
we only have to specify the ordering of data CNOT gates
for each f generator, the ordering of data CNOT gates after
the first gate for the cap generator, and the ordering of flag
CNOT gates for each flag circuit, we can now simplify the
CNOT ordering finding problem for a 3D structure to the
problem of finding CNOT orderings on a 2D plane (which
is similar to the 2D color code of distance d). In particu-
lar, each pair of equations concerns errors on a 2D plane
(the center, the bottom, or the projected plane). We try to
find conditions for the CNOT orderings on a 2D plane such
that if satisfied, a bad case that makes Ft indistinguishable
cannot happen.

Some types of faults on the 3D structure can be con-
sidered as the same types of faults when the problem is
simplified. In the following we present types of possible
single faults on the 2D plane and their correspondence on
the 3D structure.

1. Type q2D: a fault causing a single-qubit Z-type
error on the 2D plane that does not arise from
any Z-type generator measurement. The syndrome
of an error is denoted by �q2D. The total number
of q2D faults is nq2D . The combined error from
only q2D faults is denoted by Eq2D . This type of
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fault corresponds to qon and qoff faults on the 3D
structure.

2. Type f2D: a fault that occurred during a measure-
ment of a f generator of Z type. A Z-type error
from each fault of this type and its syndrome are
denoted by σf2D and �pf2D . A flag vector correspond-
ing to each fault of this type is denoted by �ff2D .
The total number of f2D faults is nf2D . The com-
bined error from only f2D faults is denoted by Ef2D .
This type of fault corresponds to f and v faults
on the 3D structure (since an error on the cen-
ter plane and an error on the bottom plane from
a v fault have the same form; see the example in
Fig. 10).

3. Type v∗
2D: a fault that occurred during a measure-

ment of a v generator of Z type in which an error
that occurred on the center plane and an error that
occurred on the bottom plane are different (see the
example in Fig. 10). A part of a Z-type error from
each fault of this type that occurred on the center
plane only and its syndrome are denoted by σv∗

2D,cen
and �pv∗

2D,cen. The other part of the Z-type error that
occurred on the bottom plane only and its syndrome
are denoted by σv∗

2D,bot and �pv∗
2D,bot. A flag vector

corresponding to each fault of this type is denoted
by �fv∗

2D
. The total number of v∗

2D faults is nv∗
2D

. The
part of the combined error from only v∗

2D faults on
the center plane and the part on the bottom plane
are denoted by Ev∗

2D,cen and Ev∗
2D,bot. This type

of fault corresponds to v∗ faults on the 3D struc-
ture. (Note that this is the only type of fault that
cannot be represented completely on the 2D plane
since the error on the center plane and the error
on the bottom plane are different. However, when
running a computer simulation, we can treat a fault
of v∗

2D type similarly to a fault of f2D type except
that two values of errors will be assigned to each
fault.)

4. Type cap2D: a fault that occurred during a mea-
surement of a cap generator of Z type. A Z-type
error from each fault of this type and its syndrome
are denoted by σcap2D and �pcap2D (σcap2D is always
on the center plane up to a multiplication of the
cap generator being measured). A flag vector cor-
responding to each fault of this type is denoted
by �fcap2D . The total number of cap2D faults is
ncap2D . The combined error from only cap2D faults
is denoted by Ecap2D . This type of fault corresponds
to cap faults on the 3D structure.

Examples of faults of each type on the 2D plane are
illustrated in Fig. 11(b). The correspondence between the
notation for types of faults on the 2D plane and the 3D
structure is summarized in Table III.

We can see that possible Z-type errors on the 2D plane
depend on the CNOT orderings for measuring f and cap
generators of Z type. Next, we state the sufficient con-
ditions for the CNOT orderings on the 2D plane that will
make Ft (which concerns fault combinations from the 3D
structure) distinguishable. These sufficient conditions are
introduced in order to prevent the case that can lead to
an “indistinguishable” pair (a pair of fault combinations
from the 3D structure that does not satisfy any condition in
Definition 3).

First, we state a condition that is automatically satisfied
if a code being considered on the 2D plane is a code of
distance d to which Lemma 1 is applicable.

Condition 0. For any fault combination on the 2D plane
that satisfies nq2D ≤ d − 1, Eq2D is not a nontrivial log-
ical operator; equivalently, at least one of the following
conditions is satisfied:

1.
∑ �q2D �= 0 mod 2,

2. nq2D �= 1 mod 2.

Note that a nontrivial logical operator is an error cor-
responding to the trivial syndrome whose weight parity is
odd (from Lemma 1). Condition 0 is equivalent to the fact
that an error of weight ≤ d − 1 is detectable by a code of
distance d; i.e., it either has a nontrivial syndrome or is a
stabilizer. We state Condition 0 explicitly (although it is
automatically satisfied) because the condition in this form
looks similar to other conditions, which will simplify the
proof of the main theorem.

We now state five sufficient conditions for the CNOT
orderings on the 2D plane that will make Ft distinguish-
able.

Condition 1. For any fault combination on the 2D plane
that satisfies nf2D ≤ d − 2, Ef2D is not a nontrivial log-
ical operator or the cumulative flag vector is not zero;
equivalently, at least one of the following conditions is
satisfied:

1.
∑ �pf2D �= 0 mod 2,

2.
∑

WP(σf2D) �= 1 mod 2,
3.

∑ �ff2D �= 0 mod 2.

Condition 2. For any fault combination on the 2D plane
that satisfies nq2D + nf2D ≤ d − 3, Eq2D · Ef2D is not a
nontrivial logical operator or the cumulative flag vector
is not zero; equivalently, at least one of the following
conditions is satisfied:

1.
∑ �q2D + ∑ �pf2D �= 0 mod 2,

2. nq2D + ∑
WP(σf2D) �= 1 mod 2,

3.
∑ �ff2D �= 0 mod 2.
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TABLE III. The correspondence between the notation for types of faults on the 2D plane and the 3D structure.

2D plane 3D structure

Fault Weight Flag Fault Weight Flag
type Syndrome parity vector type Syndrome parity vector

q2D �q2D 1 �0 qon, qoff, �qon, �qoff, 1 �0
or qv∗ or �q∗

v

f2D �pf2D WP(σf2D) �ff2D f, v, �pf, �pv, WP(σf), WP(σv), �ff, �fv,
or v∗ �pv∗,cen, WP(σv∗,cen), or �f ∗

v
or �pv∗ ,bot or WP(σv∗,bot)

v∗
2D �pv∗

2D,cen WP(σv∗
2D,cen) �fv∗

2D
v∗ �pv∗,cen WP(σv∗,cen) �f ∗

v

�pv∗
2D,bot

WP(σv∗
2D,bot) �pv∗,bot WP(σv∗,bot)

cap2D �pcap2D WP(σcap2D) �fcap2D cap �pcap WP(σcap) �fcap

Condition 3. For any fault combination on the 2D plane
that satisfies nf2D = 1 and nq2D + nf2D ≤ d − 2, Eq2D ·
Ef2D is not a nontrivial logical operator or the cumula-
tive flag vector is not zero; equivalently, at least one of the
following conditions is satisfied:

1.
∑ �q2D + ∑ �pf2D �= 0 mod 2,

2. nq2D + ∑
WP(σf2D) �= 1 mod 2,

3.
∑ �ff2D �= 0 mod 2.

Condition 4. For any fault combination on the 2D
plane that satisfies nf2D = 1, nq2D ≥ 1, nv∗

2D
≥ 2, and

nq2D + nf2D + nv∗
2D

= d − 1, the following does not hap-
pen: Ef2D · Ev∗

2D,cen is a stabilizer, Eq2D · Ev∗
2D,bot is a

nontrivial logical operator, and the cumulative flag vec-
tor is zero. Equivalently, at least one of the following
conditions is satisfied:

1.
∑ �pf2D + ∑ �pv∗

2D,cen �= 0 mod 2,
2.

∑
WP(σf2D)+ ∑

WP(σv∗
2D,cen) �= 0 mod 2,

3.
∑ �q2D + ∑ �pv∗

2D,bot �= 0 mod 2,
4. nq2D + ∑

WP(σv∗
2D,bot) �= 1 mod 2,

5.
∑ �ff2D �= 0 mod 2,

6.
∑ �fv∗

2D
�= 0 mod 2.

Condition 5. For any fault combination on the 2D plane
that satisfies ncap2D = 1, nq2D ≥ 1, nf2D + nv∗

2D
≥ 2, and

nq2D + nf2D + nv∗
2D

+ ncap2D = d − 1, the following does
not happen: Ef2D · Ev∗

2D,cen · Ecap2D is a stabilizer, Eq2D ·
Ef2D · Ev∗

2D,bot is a nontrivial logical operator, and the
cumulative flag vector is zero. Equivalently, at least one
of the following conditions is satisfied:

1.
∑ �pf2D + ∑ �pv∗

2D,cen + ∑ �pcap2D �= 0 mod 2,
2.

∑
WP(σf2D)+ ∑

WP(σv∗
2D,cen)+ ∑

WP(σcap2D)�= 0 mod 2,
3.

∑ �q2D + ∑ �pf2D + ∑ �pv∗
2D,bot �= 0 mod 2,

4. nq2D + ∑
WP(σf2D)+ ∑

WP(σv∗
2D,bot) �=

1 mod 2,
5.

∑ �ff2D + �fv∗
2D

�= 0 mod 2,
6.

∑ �fcap2D �= 0 mod 2.

Conditions 1–5 prevent fault combinations of some form
from occurring on the 2D plane (such fault combinations
can lead to an indistinguishable fault set). If we arrange the
CNOT gates in the circuits for f and cap generators so that
all conditions are satisfied, then a fault set Ft (which con-
siders the 3D structure) will be distinguishable. The main
theorem of this work is as follows.

Theorem 1. Let Ft be the fault set corresponding to
circuits for measuring f,v, and cap generators of the
capped color code in H form constructed from CCC(d)
[where t = (d − 1)/2, d = 3, 5, 7, . . .], and suppose that
the general configurations of CNOT gates for f, v, and cap
generators are imposed, and that the circuits for each pair
of X -type and Z-type generators use the same CNOT order-
ing. Let the code on the (simplified) 2D plane be the 2D
color code of distance d. If all possible fault combinations
on the 2D plane arising from the circuits for measuring f
and cap generators satisfy Conditions 1 to 5, then Ft is
distinguishable.

Proof ideas. Theorem 1 is proved in Appendix A. The
proof is organized as follows. First, we try to show that
if Conditions 1–5 are satisfied, then for any fault combi-
nation arising from up to d − 1 faults whose combined
error is purely Z type, the fault combination cannot lead
to a logical Z operator and the zero cumulative flag vector.
The same analysis is also applicable to fault combinations
whose combined error is purely X type since the circuits
for measuring each pair of X -type and Z-type generators
are of the same form. Afterwards, we use the fact that i
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faults during the measurements of Z-type generators can-
not cause an X -type error of weight more than i (and
vice versa), and show that there is no fault combination
arising from up to d − 1 faults that leads to a nontrivial
logical operator and the zero cumulative flag vector. By
Proposition 1, this implies that Ft is distinguishable.

In order to prove the first part, we assume that Condi-
tions 1–5 are satisfied and that there exists a fault combi-
nation arising from < d faults whose combined error is a
logical Z operator and its cumulative flag vector is zero;
then we show that some contradiction will happen. From
Lemma 1, a logical Z operator is a Z-type error with trivial
syndrome and odd weight parity. Therefore, such a fault
combination will give scap = 0, �sf = �0, �sv = �0, WPtot =
1, �fcap = �0, �ff = �0, �fv = �0, WPbot = 1, and �sbot = 0 in
the main equations [Eqs. (15)–(23)]. A proof for this part
will be divided into four cases: (1) nf = 0 and ncap = 0,
(2) nf ≥ 1 and ncap = 0, (3) nf = 0 and ncap ≥ 1, and
(4) nf ≥ 1 and ncap ≥ 1. In each case, the main equations
will be simplified by eliminating the terms that are equal
to zero. Afterwards, we consider the following pairs of
equations: Eqs. (15) and (16), (17) and (18), (22) and (23).
For each pair, the types of faults on the 3D structure will
be translated to their corresponding types of faults on the
2D plane in order to find matching conditions from Condi-
tions 1–5. Note that the total number of faults of each type
will also help in finding the matching conditions, and the
total number of faults of all types is at most d − 1. When
the matching conditions are found, we find that some con-
tradictions will happen (assuming that all conditions are
satisfied), and this is true for all possible cases. �

Theorem 1 can make the process of finding CNOT order-
ings that give a distinguishable fault set less laborious;
instead of finding all possible fault combinations arising
from the circuits for f, v, and cap generators and check-
ing whether any condition in Definition 3 is satisfied, we
just have to check whether all possible fault combinations
arising from the circuits for f and cap generators satisfy
Conditions 1–5. Note that the number of possible fault
combinations of the latter task is much smaller than that
of the former task because the total number of generators
involved in the latter calculation roughly decreases by half,
and the weight of an f generator is half of the weight of
its corresponding v generator. After good CNOT orderings
for f and cap generators are found, we can find the CNOT
orderings of v generators by the constraints imposed by the
general configurations for data and flag CNOT gates.

1. Nonflag circuits for measuring generators of capped
color codes in H form of distances 3 and 5

In the case that all circuits for measuring generators
are nonflag circuits, we can find good CNOT orderings
(which give a distinguishable fault set) for the capped color
codes in H form of distances 3 and 5. The circuits and

(a)

(b)

FIG. 12. (a) A nonflag circuit for measuring a generator of the
capped color code of distance 5 in H form, where w is the weight
of the generator. (b) The orderings of data CNOT gates that give a
distinguishable fault set F2.

CNOT orderings for the code of distance 3 (which is the
3D color code of distance 3) were previously described in
Sec. III B. The circuit for measuring a generator of weight
w of the code of distance 5 is a nonflag circuit, as shown
in Fig. 12(a), and the orderings of data CNOT gates for f
and cap generators are given in Fig. 12(b). In Fig. 12(b),
for each f generator, the qubits on which data CNOT gates
act start from the tail of an arrow and then proceed coun-
terclockwise, and the ordering of data CNOT gates for the
cap generator is in numerical order, i.e., (0,1,2,. . . ,19),
following the qubit labels in the diagram. Meanwhile, the
ordering of data CNOT gates for each v generator can be
obtained from its corresponding f generator using the saw-
tooth configuration (see Sec. III B and Fig. 4 for more
details).

The aforementioned results for the codes of distances 3
and 5 are found by manually picking the CNOT ordering for
each f or cap generator, and then using a computer simu-
lation to verify that Conditions 1–5 are satisfied. However,
searching for good CNOT orderings using this procedure
might not be efficient when d is large. We point out that
in the case that all circuits for measuring generators are
nonflag circuits, it is still not known whether good CNOT
orderings exist for d ≥ 7. Fortunately, we can prove ana-
lytically that if all circuits for measuring generators are
flag circuits of a particular form, it is always possible to
obtain a distinguishable fault set for a capped color code in
H form of any distance.

030322-25



THEERAPAT TANSUWANNONT and DEBBIE LEUNG PRX QUANTUM 3, 030322 (2022)

(a)

(b)

FIG. 13. (a) A flag circuit with one flag ancilla for measuring
an f or a cap generator of weight w. (b) A flag circuit with one
flag ancilla for measuring a v generator of weight 2w.

2. Flag circuits for measuring generators of a capped
color code in H form of any distance

Here we show that there exist flag circuits for measuring
generators of a capped color code in H form of any dis-
tance that can give a distinguishable fault set. First, assume
that the circuit for measuring an f and a cap generator of
weight w is a flag circuit with one flag ancilla similar to
the circuit in Fig. 13(a), and that the circuit for measuring
a v generator is a flag circuit with one flag ancilla simi-
lar to the circuit in Fig. 13(b) (which follows the general
configurations of data and flag CNOT gates).

Next, let us consider Eqs. (15)–(23). A nontrivial logical
operator of a capped color code in H form with trivial flags
happens whenever scap = 0, �sf = �0, �sv = �0, WPtot = 1,
�fcap = �0, �ff = �0, �fv = �0, WPbot = 1, and �sbot = 0. This
means that a nontrivial logical operator of a capped color
code in H form [constructed from CCC(d)] occurs if and
only if (1) the combined data error on the bottom plane
(Eoff) is a nontrivial logical operator of the 2D color code
of distance d with trivial flags, and either (2.a) n0 = 0 and
the combined data error on the center plane (Eon) is a sta-
bilizer of the 2D color code of distance d with trivial flags,
or (2.b) n0 = 1 and the combined data error on the cen-
ter plane (Eon) is a nontrivial logical operator of the 2D
color code of distance d with trivial flags. For this reason,
if we can show that there is no fault combination from up
to d − 1 faults that can cause a nontrivial logical opera-
tor of the 2D color code of distance d with trivial flags on
the bottom plane, then a nontrivial logical operator of the

capped color code in H form [constructed from CCC(d)]
with trivial flags cannot happen, meaning that the fault set
Ft is distinguishable.

Observe that faults that can contribute to Eoff are qoff,
v, and v∗ faults only. Moreover, from the flag circuit for a
v generator in Fig. 13(b), a single fault of v or v∗ type will
give a trivial flag only when the part of the corresponding
data error on the bottom plane has weight ≤ 1. This fact
leads to the following claim.

Claim 1. Suppose that v generators are measured using
flag circuits with one flag ancilla similar to the circuit in
Fig. 13(b).

1. If there is exactly one fault during a measurement
of generator vz

i and the bit of the flag vector cor-
responding to vz

i is zero, then the data error on the
bottom plane has weight 0 or 1. In this case, the data
error on the bottom plane from one fault of v (or v∗)
type is similar to some data error from zero or one
fault of qoff type.

2. If there are exactly two faults during measure-
ments of the same generator vz

i (possibly on different
rounds) and the bit of the cumulative flag vector cor-
responding to vz

i is zero, then the combined data
error on the bottom plane has weight 0, 1, 2, or 3 (up
to a multiplication of vz

i ). The combined data error
of weight 0, 1, or 2 on the bottom plane from two
faults of v (or v∗) type on the same generator is sim-
ilar to some combined data error from zero, one, or
two faults of qoff type. The case that the combined
data error on the bottom plane of weight 3 arising
from two faults of v (or v∗) type on the same gener-
ator is the only case that the weight of the combined
data error on the bottom plane is greater than the
number of faults.

3. If there are three or more faults during measure-
ments of the same generator vz

i (possibly from differ-
ent rounds) and the bit of the cumulative flag vector
corresponding to vz

i is zero, then the combined data
error on the bottom plane has weight 0, 1, 2, or 3
(up to a multiplication of vz

i ) and is similar to some
combined data error from zero, one, two, or three
faults of qoff type.

Claim 1 will be used later to prove that a nontrivial log-
ical operator of the 2D color code of distance d with trivial
flags cannot happen on the bottom plane.

Because the ordering of CNOT gates for each v generator
is related to its corresponding f generator, the problem of
finding CNOT orderings for a 3D structure that give a dis-
tinguishable fault set can be simplified to the problem of
finding CNOT orderings on a 2D plane. In particular, since
we are now considering the bottom plane only, f2D faults
on the 2D plane correspond to both v and v∗ faults on the
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3D structure, while q2D faults on the 2D plane correspond
to qoff faults on the 3D structure.

A fault set Ft is distinguishable if the following condi-
tion is satisfied.

Condition 6. For any fault combination on the 2D plane
that satisfies nq2D + nf2D ≤ d − 1, Eq2D · Ef2D is not a
nontrivial logical operator or the cumulative flag vector
is not zero; equivalently, at least one of the following
conditions is satisfied:

1.
∑ �q2D + ∑ �pf2D �= 0 mod 2,

2. nq2D + ∑
WP(σf2D) �= 1 mod 2,

3.
∑ �ff2D �= 0 mod 2.

Surprisingly, using the flag circuits with one flag ancilla
as shown in Figs. 13(a) and 13(b) to measure the generators
of a capped color code in H form, Condition 6 is satisfied
regardless of the orderings of data CNOT gates of f genera-
tors (as long as the CNOT orderings of v generators follow
the general configurations of data and flag CNOT gates).
And because we are considering faults on the (simplified)
2D plane, the fact that Condition 6 is satisfied regardless of
the orderings of data CNOT gates in the flag circuits is also
applicable to a 2D color code of any distance as well. This
can be restated in the following theorem.

Theorem 2. Suppose that the generators of a 2D color
code of distance d are measured using the flag circuits with
one flag ancilla as displayed in Fig. 13(a). Then, there is
no fault combination arising from d − 1 faults whose com-
bined data error is a nontrivial logical operator and the
cumulative flag vector is zero (i.e., Condition 6 is satis-
fied), regardless of the orderings of data CNOT gates in the
flag circuits.

Theorem 2 has been proved in Ref. [24], where the
circuit in Fig. 13(a) is a 1-flag circuit according to the
definition in Ref. [22]. Here we also provide an alternative
proof of Theorem 2 that is tailored to the notation being
used throughout this work, so that the paper becomes self-
contained. We also believe that our proof technique using
the relationship between faults and error weights would be
useful for finding proper CNOT orderings for other families
of codes.

Proof of Theorem 2. Assume by contradiction that Condi-
tion 6 is not satisfied; i.e., there exists a fault combination
from d − 1 faults that gives a nontrivial logical operator
with trivial flags. For such a fault combination, the syn-
drome of Eq2D · Ef2D is zero, the total weight of Eq2D · Ef2D

is odd, and the cumulative flag vector
∑ �ff2D is zero. From

the structure of the flag circuit in Fig. 13(a), a single fault
of f2D type will give a trivial flag only when the corre-
sponding data error has weight ≤ 1. Similar to Claim 1

for faults of v and v∗ type discussed previously, the only
case that faults of f2D type cannot be considered as faults
of q2D type of the same or smaller number is the case
that, for each generator f z

i of the 2D color code, there
are exactly two faults during the generator measurements
(on the same or different rounds) that lead to the com-
bined data error of weight 3 (up to a multiplication of f z

i ).
For this reason, we assume that, for each generator f z

i ,
there are either no faults or exactly two faults during the
measurements.

Let (nf , nq) denote the case that a fault combination
arises from exactly nf faults of f2D type and no more
than nq faults of q2D type (where nf + nq = d − 1). We
show that in any case with even nf [i.e., (0, d − 1), (2, d −
3), . . . , (d − 1, 0)], Eq2D · Ef2D cannot be a nontrivial logi-
cal operator.

Case (0, d − 1). Because the 2D color code has dis-
tance d and the total weight of Eq2D is at most
d − 1, Eq2D cannot be a nontrivial logical opera-
tor.

Case (2, d − 3). Suppose that a pair of f2D faults causes
a weight-3 error on the supporting qubits of generator f z

i .
Consider the following cases.

1. If there are an even number of q2D faults on the
supporting qubits of f z

i , then the syndrome bit sx
i

corresponding to generator f x
i is not zero. That is,

Eq2D · Ef2D is not a nontrivial logical operator.
2. If there are an odd number of q2D faults on the sup-

porting qubits of f z
i , then the total weight of the

error on supporting qubits of f z
i is 0 or 2 (the total

weight is even and no more than 3 up to a multipli-
cation of f z

i ). Since two f2D faults and one or more
q2D faults give an error of weight no more than 2,
this case is covered by the (0, d − 1) case, in which
a nontrivial logical operator cannot occur.

Thus, Eq2D · Ef2D is not a nontrivial logical operator in the
(2, d − 3) case.

Case (nf , nq) with nf ≥ 4 and nf + nq = d − 1. Con-
sider the following cases.

1. The case in which there are two pairs of f2D faults
that occur on adjacent generators f z

i and f z
j , and

each pair leads to an error of weight 3 on the
supporting qubits of each generator. We can always
make these two errors of weight 3 overlap by multi-
plying each error with f z

i (or f z
j ); see the examples

below.
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As a result, the total weight of these two errors
becomes 2 or 4. Since four f2D faults give an
error of weight no more than 4, this case is
covered by the (nf − 4, nq + 4) case. We can
repeat this reduction process until there are no
pairs of faults that occur on adjacent genera-
tors.

2. The case in which there are no pairs of f2D
faults that occur on adjacent generators. Suppose
that a single pair of f2D faults causes a weight-
3 error on the supporting qubits of generator
f z
i .

(a) If there are an even number of q2D faults on
the supporting qubits of f z

i , then the syndrome
bit sx

i corresponding to generator f x
i is not zero.

That is, Eq2D · Ef2D is not a nontrivial logical
operator.

(b) If there are an odd number of q2D faults on
the supporting qubits of f z

i , then the total
weight of the error on supporting qubits of
f z
i is 0 or 2 (up to a multiplication of f x

i ).
Since two f2D faults and one or more q2D
faults give an error of weight no more than
2, this case is covered by the (nf − 2, nq + 2)
case.

By induction, a nontrivial logical operator cannot
occur in any case with nf ≥ 4 and nf + nq = d −
1.

Therefore, there is no fault combination from d −
1 faults that gives the zero cumulative flag vector
and a nontrivial logical operator on the 2D color
code. �

From Theorem 2, it is always possible to obtain a distin-
guishable fault set Ft for a 2D color code of any distance
(thus, fault-tolerant protocols for error correction, mea-
surement, and state preparation described in Sec. V are
applicable).

Now let us consider the capped color code in H form.
Because there is no fault combination from d − 1 faults
that can cause a nontrivial logical operator of the 2D color
code with trivial flags on the bottom plane, a nontrivial
logical operator of the capped color code in H form with
trivial flags cannot occur from d − 1 faults. By Proposition
1, this implies that the fault set Ft is distinguishable. The
result can be summarized in the following theorem.

Theorem 3. Let Ft be the fault set corresponding to
circuits for measuring f,v, and cap generators of the
capped color code in H form constructed from CCC(d)
[where t = (d − 1)/2, d = 3, 5, 7, . . .], and suppose that
the general configurations of CNOT gates for f, v, and cap
generators are imposed, and that the circuits for each pair

of X -type and Z-type generators use the same CNOT order-
ing. Also, let circuits for measuring f and cap generators
be flag circuits with one flag ancilla similar to the circuit
in Fig. 13(a), and let circuits for measuring v generators
be flag circuits with one flag ancilla similar to the circuit
in Fig. 13(b). Then, Ft is distinguishable.

(We can also see that whenever Condition 6 is satis-
fied, Conditions 1–5 are also satisfied. This leads to a
distinguishable fault set by Theorem 1.)

The fault-tolerant protocols for error correction, mea-
surement, and state preparation in Sec. V are applicable
to a capped color code in H form of any distance when-
ever the fault set is distinguishable. Note that the protocols
for capped color codes in H form of distances 3 and 5 need
only one ancilla in total, while the protocols for code of dis-
tance 7 or higher need only two ancillas in total (assuming
that the ancillas can be reused).

In addition, the CNOT orderings that work for capped
color codes in H form will work for recursive capped color
codes in H form. That is, for a recursive capped color
code in H form of distance d = 2t + 1, the fault set Ft is
distinguishable if the following statements hold:

1. the f and v operators on the (j − 1)th and the j th
layers of the recursive capped color code are mea-
sured using the CNOT orderings for the f and v
operators of a capped color code in H form of dis-
tance j (j = 3, 5, . . . , d) that give a distinguishable
fault set, and

2. the cap operator on the (j − 2)th and the (j − 1)th
layers of the recursive capped color code is mea-
sured using the CNOT ordering for the cap operator
of a capped color code in H form of distance j
(j = 3, 5, . . . , d) that give a distinguishable fault set
[where an operator on q0 of the capped color code is
replaced by operators on all qubits on the (j − 2)th
layer of the recursive capped color code].

The orderings above work because the recursive capped
color code in H form of distance d is obtained by encoding
the top qubit (q0) of the capped color code in H form of
distance d by the recursive capped color code in H form
of distance d − 2. FTEC protocols for a recursive capped
color code in H form are similar to conventional FTEC
protocols for a concatenated code; we start from correcting
errors on the innermost code and then proceed outwards.
Other fault-tolerant protocols for a recursive capped color
code will also use similar ideas.

V. FAULT-TOLERANT PROTOCOLS

So far, we have considered capped and recursive capped
color codes in H form, and derived Theorems 1–3 that
help us find CNOT orderings for the circuits for measuring
the code generators such that the corresponding fault set
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is distinguishable. In this section, we show that whenever
the fault set is distinguishable, a fault-tolerant protocol
can be constructed. We first state the definitions of fault-
tolerant gadgets in Sec. V A, which are a bit different
from conventional definitions originally proposed by Alif-
eris, Gottesman, and Preskill (AGP) [10]. Afterwards, we
develop several fault-tolerant protocols for a capped or a
recursive capped color code whose circuits for measur-
ing generators give a distinguishable fault set, including
a FTEC protocol (Sec. V B), fault-tolerant measurement
(FTM) and fault-tolerant state preparation (FTP) proto-
cols (Sec. V C), transversal Clifford gates (Sec. V D), and
a fault-tolerant protocol for logical T-gate implementation
(Sec. V E).

A. Redefining fault tolerance

When a fault set Ft is distinguishable, all possible errors
of any weight arising from up to t faults can be accurately
identified (up to a multiplication of some stabilizer) using
their syndromes and cumulative flag vectors obtained from
perfect subsequent syndrome measurements. Therefore, all
possible errors arising from up to t faults are correctable.
However, one should be aware that faults can happen any-
where in an EC protocol, including the locations in the
subsequent syndrome measurements. Our goal is to con-
struct a protocol that is fault tolerant; vaguely speaking, if
an input state to an EC protocol has some error, we want to
make sure that the output state is the same logical state as
the input, and if output state has any error, the error must
not be “too large”.

What does it mean for the output error to be not too
large? The general idea is that if an output error of a sin-
gle round of the protocol becomes an input error of the
next round of the protocol, the error should still be cor-
rectable by the latter round. Aliferis et al. [10] proposed
that the weight of the output error from a fault-tolerant
protocol should be no more than the number of total faults
that occurred during the protocol. However, it should be
noted that, for an [[n, k, d]] code that can correct errors up
to weight τ = �(d − 1)/2� and is not a perfect code (or
not a perfect CSS code) [83], the idea of correctable errors
can be extended to some errors of weight more than τ . For
example, if the code being used is a nonperfect code of
distance 3, there will be some error E of weight more than
1 whose syndrome �s(E) is different from those of errors
of weight 1. If no other error E′ has the same syndrome
as E in the set of correctable errors, then in this case E
is also correctable in the sense that we can perform an
error correction by applying E† every time we obtained
the syndrome �s(E). In this section, we “refine” the idea of
high-weight error correction and “redefine” fault tolerance
using the notion of distinguishable fault set.

We start by stating conventional definitions of fault-
tolerant gadgets proposed by Aliferis et al. [10]; then

we give the revised version of the same definitions.
Recall that τ denotes the weight of errors that a sta-
bilizer code can correct and t denotes the number of
faults. The first two definitions are the definitions of
an r filter and an ideal decoder, which are the main
tools for describing the properties of fault-tolerant gad-
gets.
Definition 5 (r filter—AGP version): Let T(S) be the
coding subspace defined by the stabilizer group S. An r
filter is the projector onto the subspace spanned by

{E|ψ̄〉; |ψ̄〉 ∈ T(S), the weight of E is at most r}. (24)

An r filter in circuit form is

where a thick line represents a block of code.
Definition 6 (Ideal decoder—AGP version): Let τ =
�(d − 1)/2�, where d is the code distance. An ideal
decoder is a gadget that can correct any error of weight
up to τ and map an encoded state |ψ̄〉 on a code block to
the corresponding (unencoded) state |ψ〉 on a single qubit
without any fault. An ideal decoder in circuit form is

where a thick line represents a block of code and a thin line
represents a single qubit.

The intuition behind the definitions of these two gad-
gets is as follows. If an input state of an r filter differs
from a codeword by an error of weight ≤ r, then the out-
put state will also differ from the same codeword by an
error of weight ≤ r. However, if the input state has an
error of weight > r, then the input and output states may
correspond to different ideal codewords (i.e., they may be
ideally decoded to different unencoded states). An ideal
decoder is a gadget that guarantees that the output (unen-
coded) state and the input (encoded) state will be logically
the same whenever the input state has an error of weight
no more than τ .

(Note that an r filter is a linear, completely positive
map, but it is not trace preserving; an r filter cannot be
physically implemented. In the definitions of fault-tolerant
gadgets to be described, r filters will be used as mathe-
matical objects to express circuit identities that must hold
when the weight of input or output errors and the num-
ber of faults are restricted. When each identity holds, both
sides of the equation give the same output, including nor-
malization, for the same input state, but the trace of the
output might not be one.)
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Using the definitions of the r filter and ideal decoder, a
fault-tolerant gate (FTG) gadget and FTEC gadget can be
defined as follows.

Definition 7 (Fault-tolerant gate gadget—AGP ver-
sion): A gate gadget with s faults simulating an ideal
m-qubit gate is represented by the following picture:

where each thick line represents a block of code. Let t ≤
�(d − 1)/2�. A gate gadget is t-fault tolerant if it satisfies
both of the following properties.

1. Gate correctness property (GCP):
whenever

∑m
i=1 ri + s ≤ t,

2. Gate error propagation property (GPP):
whenever

∑m
i=1 ri + s ≤ t,

Here the r-filter and the ideal decoder are as defined in
Definitions 5 and 6.

Definition 8 (Fault-tolerant error-correction gad-
get—AGP version): An error-correction gadget with s
faults is represented by the following picture:

where a thick line represents a block of code. Let t ≤ �(d −
1)/2�. An error-correction gadget is t-fault tolerant if it
satisfies both of the following properties.

1. Error-correction correctness property (ECCP):
whenever r + s ≤ t,

2. Error-correction recovery property (ECRP): when-
ever s ≤ t,

Here the r filter and the ideal decoder are as defined in
Definitions 5 and 6.

When a FTG gadget satisfies both properties in
Definition 7, it is guaranteed that whenever the weight
of the input error plus the number of faults is no more
than t, (1) the operation of a FTG gadget on an encoded
state will be similar to the operation of its corresponding
quantum gate on an unencoded state, and (2) an output
state of a FTG gadget will have an error of weight no
more than t (which is also ≤ τ ). Meanwhile, the two prop-
erties of a FTEC gadget in Definition 8 guarantee that
(1) the output and the input states of a FTEC gadget
are logically the same whenever the weight of the input
error plus the number of faults is no more than t, and (2)
the weight of the output error of a FTEC gadget is no
more than the number of faults whenever the number of
faults is at most t, regardless of the weight of the input
error.

FTP and FTM gadgets, which are special cases of FTG
gadget, can be defined as follows.

Definition 9 (Fault-tolerant state preparation gad-
get—AGP version): A state preparation gadget with s
faults is represented by the following picture:

where a thick line represents a block of code. Let t ≤ �(d −
1)/2�. A state preparation gadget is t-fault tolerant if it
satisfies both of the following properties.

1. Preparation correctness property (PCP): whenever
s ≤ t,
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2. Preparation error propagation property (PPP):
whenever s ≤ t,

Here the r filter and the ideal decoder are defined as in
Definitions 5 and 6.

Definition 10 (Fault-tolerant (nondestructive) measure-
ment gadget—AGP version): A (nondestructive) mea-
surement gadget with s faults is represented by the follow-
ing picture:

where a thick line represents a block of code. Let t ≤ �(d −
1)/2�. A (nondestructive) measurement gadget is t-fault
tolerant if it satisfies both of the following properties.

1. Measurement correctness property (MCP):
whenever r + s ≤ t,

2. Measurement error propagation property (MPP):
whenever r + s ≤ t,

Here the r filter and the ideal decoder are defined as in
Definitions 5 and 6.

The meanings of the properties of FTP and FTM gad-
gets are similar to the meanings of the properties of a FTG
gadget as previously explained.

From Definitions 7–10, we can see that an action of a
fault-tolerant gadget is guaranteed in the circumstance that
the weight of the input error r and the number of faults
that occurred in the gadget s satisfy some condition. Now,
a question that arises is: what will happen if the input
error has weight greater than τ = �(d − 1)/2�, which is
the weight of errors that a code can correct? By Definition
3, we know that if a fault set Ft is distinguishable, possible
errors arising from up to t faults in an EC protocol [where
t ≤ �(d − 1)/2�] can be distinguished using their corre-
sponding syndromes or cumulative flag vectors, regardless
of the error weights. Would it be more natural if the def-
initions of fault-tolerant gadgets depend on the number of
faults related to an input error, instead of the weight of an

input error? In this work, we try to modify the definitions
of fault-tolerant gadgets and rewrite them using the notion
of distinguishable fault set.

To modify the definitions of fault-tolerant gadgets pro-
posed in Ref. [10], first let us define a distinguishable error
set as follows.
Definition 11 (Distinguishable error set): Let Fr be a
distinguishable fault set, and let Fr|�f=0 be a subset of Fr
defined as

Fr|�f=0 = {� ∈ Fr; �f of � is zero}. (25)

A distinguishable error set Er corresponding to Fr is

Er = {E of � ∈ Fr|�f=0}. (26)

If Fr is distinguishable, Fr|�f=0 is also distinguishable
since all pairs of fault combinations in Fr|�f=0 also sat-
isfy the conditions in Definition 3. Moreover, because all
fault combinations in Fr|�f=0 correspond to the zero cumu-
lative flag vector, we find that, for any pair of errors in Er,
the errors either have different syndromes or are logically
equivalent (up to a multiplication of a stabilizer). For this
reason, we can safely say that Er is a set of correctable
errors.

Because the set of correctable errors is now expanded,
the definitions of the r filter and ideal decoder can be
revised as follows.
Definition 12 (r filter—revised version): Let T(S) be the
coding subspace defined by the stabilizer group S, and let
Er be the distinguishable error set corresponding to a dis-
tinguishable fault set Fr. An r filter is the projector onto
subspace spanned by

{E|ψ̄〉; |ψ̄〉 ∈ T(S), E ∈ Er}. (27)

A (revised) r filter in circuit form is similar to that illus-
trated in Definition 5.
Definition 13 (Ideal decoder—revised version): Let Et
be the distinguishable error set corresponding to a distin-
guishable fault set Ft, where t ≤ �(d − 1)/2� and d is the
code distance. An ideal decoder is a gadget that can cor-
rect any error in Et and map an encoded state |ψ̄〉 on a
code block to the corresponding (unencoded) state |ψ〉 on
a single qubit without any faults. A (revised) ideal decoder
in circuit form is similar to that illustrated in Definition 6.

Using the revised definitions of the r filter and ideal
decoder, fault-tolerant gadgets can be defined as follows.
Definition 14 (Fault-tolerant gadgets—revised ver-
sion): Let t ≤ �(d − 1)/2�. Fault-tolerant gadgets are
defined as follows.

1. A gate gadget is t-fault tolerant if it satisfies both of
the properties in Definition 7, except that the r filter
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and ideal decoder are defined as in Definitions 12
and 13.

2. An error-correction gadget is t-fault tolerant if it
satisfies both of the properties in Definition 8, except
that the r filter and ideal decoder are defined as in
Definitions 12 and 13.

3. A state preparation gadget is t-fault tolerant if it
satisfies both of the properties in Definition 9, except
that the r filter and ideal decoder are defined as in
Definitions 12 and 13.

4. A (nondestructive) measurement gadget is t-fault
tolerant if it satisfies both of the properties in
Definition 10, except that the r filter and ideal
decoder are defined as in Definitions 12 and 13.

The revised definitions of fault-tolerant gadgets in cir-
cuit form may look very similar to the old definitions
proposed in Ref. [10], but the meanings are different: the
conditions in the revised definitions depend on the number
of faults that can cause an input or an output error, instead
of the weight of an input or an output error. Roughly speak-
ing, this means that (1) a fault-tolerant gadget is allowed to
produce an output error of weight greater than τ [where
τ = �(d − 1)/2�], and (2) a fault-tolerant gadget can work
perfectly even though the input error has weight greater
than τ , as long as the input or the output error is similar
to an error caused by no more than t ≤ τ faults. Because
the revised definitions of the r filter and ideal decoder are
more general than the old definitions, we expect that a gad-
get that satisfies one of the old definitions of fault-tolerant
gadgets (Definitions 7–10) will also satisfy the new defini-
tions in Definition 14. Note that the revised definitions are
based on the fact that a fault set relevant to a gadget is dis-
tinguishable, that is, whether the gadgets are fault tolerant
depends on the way they are designed.

In a special case where the code being used is a CSS
code and possible X -type and Z-type errors have the same
form, the definition of a distinguishable error set can be
further extended as follows.
Definition 15 (Distinguishable error set (for a special
family of CSS codes)): Let Fr be a distinguishable fault
set, and let Fr|�f=0 be a subset of Fr defined as

Fr|�f=0 = {� ∈ Fr; �f of � is zero}. (28)

A distinguishable-X error set Ex
r and a distinguishable-Z

error set E z
r corresponding to Fr are

Ex
r = {E of � ∈ Fr|�f=0; E is an X -type error}, (29)

E z
r = {E of � ∈ Fr|�f=0; E is a Z-type error}. (30)

For a CSS code in which the elements of Ex
r and E z

r have a
similar form, a distinguishable error set Er corresponding

to Fr is defined as

Er = {Ex · Ez; Ex ∈ Ex
r , Ez ∈ E z

r }. (31)

Since a CSS code can detect and correct X -type and Z-
type errors separately, here we modify the definition of a
distinguishable error set for a CSS code in which Ex

r and
E z

r are in the same form so that more Y-type errors are
included in Er. For example, suppose that t = 2, each of
XXXX and ZZZZ can be caused by two faults, and that
YYYY can be caused by four faults. By the old definition
(Definition 11), we say that XXXX and ZZZZ are in E2,
and YYYY is in E4 but not in E2. In contrast, by Definition
15, we say that XXXX , YYYY, and ZZZZ are all in E2. This
modification will give more flexibility when developing a
fault-tolerant gadget for this special kind of CSS code, e.g.,
a transversal S gate that produces an output error YYYY
from an input error XXXX still satisfies the properties in
Definition 14 when a distinguishable fault set is defined as
in Definition 15.

When performing a fault-tolerant quantum computa-
tion, FTEC gadgets will be used repeatedly in order to
reduce the error accumulation during the computation.
Normally, FTEC gadgets will be placed before and after
other gadgets (FTG, FTP, or FTM gadgets). A group
of gadgets including a FTG gadget, leading EC gadgets
(the FTEC gadgets before the FTG gadget), and trail-
ing EC gadgets (FTEC gadgets after the FTG gadget) as
shown below is called an extended rectangle at level 1 or
1-exRec:

(A 1-exRec of a FTP or FTM gadget is defined similarly to
a 1-exRec of a FTG gadget, except that there is no leading
gadget in a FTP gadget.) We say that a 1-exRec is good
if the total number of faults in a 1-exRec is no more than
t. Using the revised definitions of fault-tolerant gadgets in
Definition 14, a revised version of the exRec-Cor lemma at
level 1, originally proposed in Ref. [10], can be obtained.

Lemma 3 (ExRec-Cor lemma at level 1—revised ver-
sion). Suppose that all gadgets are t-fault tolerant accord-
ing to Definition 14. If a 1-exRec is good (i.e., a 1-exRec
has no more than t faults), then the 1-exRec is correct; that
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is, the following condition is satisfied:

with the r filter and ideal decoder defined as in Definitions
12 and 13.

Proof. Here we focus only on the case that a gate gadget
simulates a single-qubit gate. The proofs for the case of a
multiple-qubit gate and other gadgets are similar. Suppose
that the leading EC gadget, the gate gadget, and the trailing
EC gadget in an exRec have s1, s2, and s3 faults, where s1 +
s2 + s3 ≤ t. We show that the following equation holds:

.
(32)

Because the gate gadget satisfies GPP and the EC gadgets
satisfy ECRP, the left-hand side of Eq. (32) is

lhs
.

Using GCP, ECCP, and the fact that an ideal decoder can
correct any error in Et, we obtain

lhs

rhs
.

This completes the proof. �
(Note that both sides of the equation in Lemma 3 are

trace-preserving, completely positive maps, even though
the r filters introduced during the proof are not trace pre-
serving. This is possible since the total number of faults
in a 1-exRec is restricted and all gadgets satisfy Definition
14.)

The revised version of the exRec-cor lemma developed
in this work is very similar to the original version in
Ref. [10], even though the r filter, the ideal decoder, and the
fault-tolerant gadgets are redefined. The exRec-Cor lemma
is one of the main ingredients for the proofs of other lem-
mas and theorems in Ref. [10]. As a result, other lemmas
and theorems developed in Ref. [10] are also applicable to
our case, including their version of the threshold theorem
(the proofs of the revised versions of the lemmas and theo-
rems are similar to the proofs presented in Ref. [10], except
that Lemma 3 is used instead of the original exRec-Cor
lemma). This means that fault-tolerant gadgets satisfying
Definition 14 can be used to simulate any quantum circuit,
and the logical error rate can be made arbitrarily small if
the physical error rate is below some constant threshold
value. The main advantage of the revised definitions of
fault-tolerant gadgets over the conventional definitions is
that high-weight errors are allowed as long as they arise
from a small number of faults. These revised definitions
can give us more flexibility when developing fault-tolerant
protocols.

B. Fault-tolerant error-correction protocol

So far, we have shown that it is possible to redefine
the r filter and ideal decoder as in Definitions 12 and 13
using the notions of distinguishable fault set (Definition 3)
and distinguishable error set (Definition 11 or Definition
15), and redefine fault-tolerant gadgets as in Definition
14. These revised definitions give us more flexibility when
designing fault-tolerant protocols, while ensuring that the
simulated circuit constructed from these protocols still
work fault-tolerantly. In this section, we construct a FTEC
protocol for a capped color code in H form of any distance
in which its fault set is distinguishable. Note that having
only the FTEC protocol is not enough for general fault-
tolerant quantum computation, so we also construct other
fault-tolerant protocols that share the same distinguishable
fault set with the FTEC protocol for a particular code in
Secs. V C–V E.

To construct a FTEC protocol for a capped color code
in H form obtained from CCC(d), we first assume that
the fault set Ft [where t = (d − 1)/2] corresponding to the
circuits for measuring the generators of the code is distin-
guishable, and that the orderings of gates in the circuits for
each pair of X -type and Z-type generators are the same.
From the fact that Ft is distinguishable, we can build a
list of all possible fault combinations and their correspond-
ing combined error, syndrome of the combined error, and
cumulative flag vector. Note that if several fault combina-
tions have the same syndrome and cumulative flag vector,
their combined errors are all logically equivalent (from
Definition 3).

Let �s = (�sx|�sz) be the syndrome obtained from the mea-
surements of X -type and Z-type generators, and let �f =
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(�fx|�fz) be the cumulative flag vector corresponding to the
flag outcomes from the circuits for measuring X -type and
Z-type generators, where �f is accumulated from the first
round until the current round. We define the outcome bun-
dle (�s,�f) to be the collection of �s and �f obtained during
a single round of full syndrome measurement. A FTEC
protocol for the capped color code in H form is as follows.

FTEC protocol for a capped color code in H form.
During a single round of full syndrome measurement, mea-
sure the generators in the following order: measure the vx

i ,
then the f x

i , then the vz
i , then the f z

i . Perform full syndrome
measurements until the outcome bundles (�s,�f) are repeated
t + 1 times in a row. Afterwards, do the following.

1. Determine an EC operator Fx using the list of
possible fault combinations as follows.

(a) If there is a fault combination on the list whose
syndrome and cumulative flag vector are (�0|�sz)

and (�fx|�0), then Fx is the combined error of
such a fault combination. (If there is more than
one fault combination corresponding to (�0|�sz)

and (�fx|�0), a combined error of any such fault
combinations will work.)

(b) If none of the fault combinations on the list cor-
responds to (�0|�sz) and (�fx|�0), then Fx can be any
Pauli-X operator whose syndrome is (�0|�sz).

2. Determine an EC operator Fz using the list of
possible fault combinations as follows.

(a) If there is a fault combination on the list whose
syndrome and cumulative flag vector are (�sx|�0)
and (�0|�fz), then Fz is the combined error of
such a fault combination. (If there is more than
one fault combination corresponding to (�sx|�0)
and (�0|�fz), a combined error of any such fault
combinations will work.)

(b) If none of the fault combinations on the list cor-
responds to (�sx|�0) and (�0|�fz), then Fz can be any
Pauli-Z operator whose syndrome is (�sx|�0).

3. Apply Fx · Fz to the data qubits to perform error
correction.

To verify that the above EC protocol is fault tolerant
according to the revised definition (Definition 14), we
have to show that the two properties in Definition 8 are
satisfied when the r filter and the ideal decoder are defined
as in Definitions 12 and 13 (instead of Definitions 5 and 6)
and the distinguishable error set is defined as in Definition
15 (the circuits for X -type and Z-type generators of the
capped color code in H form use similar gate orderings).
Here we assume that there are no more than t faults

during the whole protocol. Therefore, the condition that
the outcome bundles are repeated t + 1 times in a row will
be satisfied within (t + 1)2 rounds. We divide the analysis
into two cases: (1) the case that the last round of the full
syndrome measurement has no faults and (2) the case that
the last round has some faults.

(1) Because the outcome bundles are repeated t + 1
times and the last round of the full syndrome measurement
has no faults, we know that the outcome bundle of the last
round is correct and corresponds to the data error before the
error correction in step 3. Let Ein be the input error and Ea
be the combined error of a fault combination arising from
the sa faults, where sa ≤ t. The error on the data qubits
before step 3 is Ea · Ein. First, consider the case that Ein is
in Er (defined in Definition 15), where r + sa ≤ t. Both Ein
and Ea can be separated into X and Z parts. We find that
the X part of Ein is in Ex

r (which is derived from Fr|�f=0).
Thus, the X part of Ea · Ein is the combined error of X type
of some fault combination in Fr+sa . Similarly, the Z part of
Ein is in E z

r , and the Z part of Ea · Ein is the combined error
of Z type of some fault combination in Fr+sa . By picking
EC operators Fx and Fz as in steps 1(a) and 2(a), step 3 can
completely remove the data error. Thus, both ECCP and
ECRP in Definition 8 are satisfied. On the other hand, if
Ein is not in Er, where r + sa ≤ t, the X part or the Z part
of Ea · Ein might not correspond to any fault combination
in Ft. In this case, Fx or Fz will be picked as in step 1(b)
or 2(b). Because the X part (or the Z part) of Ea · Ein and
Fx (or Fz) have the same syndrome no matter how we pick
Fx (or Fz), the output state after step 3 is a valid codeword,
but it may or may not be logically the same as the input
state. In all cases, the output state can pass the sa filter, so
the ECRP in Definition 8 is satisfied.

(2) In the case that the last round of the full syndrome
measurement has some faults, the outcome bundle of the
last round may not correspond to the data error before the
error correction in step 3. Fortunately, since the outcome
bundles are repeated t + 1 times in a row and there are no
more than t faults during the whole protocol, we know that
at least one round in the last t + 1 rounds must be correct,
and the outcome bundle of the last round must correspond
to the data error right before the last correct round. Let Ein
be the input error, Ea be the combined error arising from
sa faults that happen before the last correct round, and let
Eb be the combined error arising from sb faults that hap-
pen after the last correct round, where the total number
of faults is s = sa + sb ≤ t (see Fig. 14). First, consider
the case that Ein is in Er, where r + s ≤ t. By an analysis
similar to that presented in (1), we find that both X and
Z parts of Ea · Ein are the combined errors of some fault
combinations in Fr+sa , and Fx and Fz from steps 1(a) and
2(a) can completely remove Ea · Ein. Thus, the output data
error after step 3 is Eb. Since sb ≤ t and the cumulative flag
vectors do not change after the last correct round, we find
that Eb is the combined error of some fault combination
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FIG. 14. Fault-tolerant error-correction protocol for a capped color code.

arising from sb faults whose cumulative flag vector is zero;
that is, Eb is in Esb , where sb ≤ t. For this reason, Eb can
pass the s filter and can be corrected by the ideal decoder,
meaning that both ECCP and ECRP in Definition 8 are sat-
isfied. In contrast, if Ein is not in Er, where r + s ≤ t, Ein
may not correspond to any fault combination in Ft, and Fx
or Fz may be picked as in step 1(b) or 2(b). Similar to the
previous analysis, Fx · Fz will have the same syndrome as
that of Ea · Ein. By an operation in step 3, the output state
will be a valid codeword with error Eb, which can pass the
s filter. Therefore, the ECRP in Definition 8 is satisfied in
this case.

In addition to the capped color code in H form, the
FTEC protocol above is also applicable to any CSS code
in which Ft is distinguishable and the possible X -type
and Z-type errors are of the same form [i.e., a code to
which Definition 15 is applicable for all r ∈ {1, . . . , t},
t ≤ �(d − 1)/2�]. Besides this, we can also construct a
FTEC protocol for a general stabilizer code whose circuits
for the syndrome measurement give a distinguishable fault
set (a code in which Er is defined by Definition 11 instead
of Definition 15) using similar ideas. A FTEC protocol for
such a code is provided in Appendix B.

Because a recursive capped color code in H form of dis-
tance d is constructed by recursively encoding the top qubit
of the capped color code in H form of distance d using
capped color codes of smaller distances, a FTEC protocol
for a recursive capped color code in H form can be con-
structed similarly to a FTEC protocol for a concatenated
code. The FTEC protocol is as follows.

FTEC protocol for a recursive capped color code in
H form. For each j = 3, 5, 7, . . . , d, perform error correc-
tion on the first j layers of the recursive capped color code
of distance d using the FTEC protocol for a capped color
code in H form of distance j .

C. Fault-tolerant measurement and state preparation
protocols

Besides FTEC protocols, we also need other gadgets
such as FTM, FTP, and FTG gadgets in order to perform
fault-tolerant quantum computation. Note that the defini-
tions of the r filter (Definition 12) and the ideal decoder
(Definition 13) depend on how the distinguishable error set
is defined. Therefore, in order to utilize the new definitions
of fault-tolerant gadgets in Definition 14, all protocols used

in the computation must share the same definition of a
distinguishable error set. In this section, we construct a
FTM protocol for a capped color code in H form, which is
also applicable to other CSS codes with similar properties.
The distinguishable error set being used in the construction
of the FTM protocol will be similar to the distinguishable
error set defined for the FTEC protocol for the same code.
In addition, a FTP protocol can also be obtained from the
FTM protocol.

We start by constructing a FTM protocol for a capped
color code in H form obtained from CCC(d). The FTM
protocol discussed below can be used to fault-tolerantly
measure any logical X or logical Z operator of the form
X ⊗nM or Z⊗nN , where M , N are some stabilizers. Let L
be the logical operator being measured. We assume that
the circuits for measuring X -type and Z-type generators
are similar to those used in the FTEC protocol for a capped
color code, which give a distinguishable fault set Ft with
t = (d − 1)/2 (the list of possible fault combinations for
the FTM protocol is the same as the list used in the FTEC
protocol). In addition, we can always use a nonflag cir-
cuit with an arbitrary gate ordering for measuring L (since
any error arising from the circuit faults can always be cor-
rected, as we will see later in the protocol analysis). For
the FTM protocol, the outcome bundle will be defined as
(m, �s,�f), where m is the measurement outcome of the log-
ical operator L (m = 0 and m = 1 correspond to the +1
and −1 eigenvalues of L), and �s = (�sx|�sz) and �f = (�fx|�fz)

are the syndrome and the cumulative flag vector obtained
from the measurements of X -type and Z-type generators (�f
is accumulated from the first round until the current round).
An FTM protocol is as follows.

FTM protocol for a capped color code in H form.
During a single round of logical operator and full syn-
drome measurements, measure the operators in the fol-
lowing order: measure L, then the vx

i , then the f x
i , then

the vz
i , then the f z

i . Perform logical operator and full syn-
drome measurements until the outcome bundles (m, �s,�f)
are repeated t + 1 times in a row. Afterwards, do the
following.

1. Determine an EC operator Fx using the list of
possible fault combinations as follows.

(a) If there is a fault combination on the list whose
syndrome and cumulative flag vector are (�0|�sz)
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and (�fx|�0), then Fx is the combined error of
such a fault combination. [If there is more than
one fault combination corresponding to (�0|�sz)

and (�fx|�0), a combined error of any such fault
combinations will work.]

(b) If none of the fault combinations on the list cor-
responds to (�0|�sz) and (�fx|�0), then Fx can be any
Pauli-X operator whose syndrome is (�0|�sz).

2. Determine an EC operator Fz using the list of
possible fault combinations as follows.

(a) If there is a fault combination on the list whose
syndrome and cumulative flag vector are (�sx|�0)
and (�0|�fz), then Fz is the combined error of
such a fault combination. [If there is more than
one fault combination corresponding to (�sx|�0)
and (�0|�fz), a combined error of any such fault
combinations will work.]

(b) If none of the fault combinations on the list cor-
responds to (�sx|�0) and (�0|�fz), then Fz can be any
Pauli-Z operator whose syndrome is (�sx|�0).

3. Apply Fx · Fz to the data qubits to perform error
correction.

4. If L and Fx · Fz anticommute, modify m from 0 to 1
or from 1 to 0. If L and Fx · Fz commute, do nothing.

5. Output m is the operator measurement outcome,
where m = 0 and m = 1 correspond to the +1 and
−1 eigenvalues of L. If L is a logical Z operator, the
output state is the logical |0〉 or logical |1〉 state for
m = 0 or 1. If L is a logical X operator, the output
state is the logical |+〉 or logical |−〉 state for m = 0
or 1.

To verify that the FTM protocol for a capped color code is
fault tolerant according to the revised definition (Definition
14), we show that both of the properties in Definition 10 are
satisfied when the r filter, the ideal decoder, and the distin-
guishable error set Er are defined as in Definitions 12, 13,
and 15. The distinguishable fault set Ft for this protocol
is the same fault set as that defined for the FTEC pro-
tocol (i.e., Ft concerns the circuits for measuring X -type
and Z-type generators, and does not concern the circuit
for measuring L). We also assume that there are no more
than t faults during the whole protocol, so the outcome
bundles must be repeated t + 1 times in a row within
(t + 1)2 rounds. First, suppose that the operator being mea-
sured, L, is a logical Z operator. The analysis will be
divided into two cases: (1) the case that the last round of
operator and full syndrome measurements has no faults,
and (2) the case that the last round of operator and full
syndrome measurements has some faults.

(1) Because the last round is correct and the outcome
bundles are repeated (t + 1) times in a row, m, �s, and �f

exactly correspond to the error on the state before step 3.
Let Ein ∈ Er be the input error, Ea be the combined error
arising from sa faults in the circuits for measuring L, and let
Eb be the combined error arising from sb faults in the syn-
drome measurement circuits, where r + sa + sb ≤ t. Also,
assume that the (uncorrupted) input state is |m̄in〉, where
min = 0 or 1. The data error on the state before the last
round is EbEaEin. Since L is of the form Z⊗nN , where N
is some stabilizer, the X part of Ea has weight no more
than sa, while the Z part of Ea can be any Z-type error.
We find that the X part of EbEaEin, denoted as (EbEaEin)x,
is similar to a combined error of X type of some fault
combination in Fr+sa+sb . However, the Z part of EbEaEin,
denoted as (EbEaEin)z, may or may not correspond to a
Z-type error of some fault combination in Ft. By picking
Fx and Fz as in steps 1 and 2, Fx is logically equivalent
to (EbEaEin)x and Fz is logically equivalent to (EbEaEin)z
or (EbEaEin)zZ⊗n. So after the error correction in step 3,
the output state is |m̄in〉 or Z⊗n|m̄in〉. Note that |m̄in〉 and
Z⊗n|m̄in〉 are the same state for both min = 0 and min = 1
cases (the −1 global phase can be neglected in the case of
min = 1).

Next, let us consider the result m obtained from the
last round, which tells us whether the state before the
measurement of L during the last round is the +1 or −1
eigenstate of L. We find that if min = 0, m = 0 whenever
EbEaEin commutes with L, and m = 1 whenever EbEaEin
anticommutes with L. On the other hand, if min = 1, m = 1
whenever EbEaEin commutes with L, and m = 0 whenever
EbEaEin anticommutes with L. Also, note that Fx · Fz is
either EbEaEin or EbEaEinZ⊗n and L is a logical Z opera-
tor, so EbEaEin commutes (or anticommutes) with L if and
only if Fx · Fz commutes (or anticommutes) with L. Thus,
we need to flip the output as in step 4 whenever Fx · Fz
anticommutes with L so that m = min. As a result, the
measurement protocol gives an output state |m̄in〉 and its
corresponding measurement outcome m = min that reflect
the uncorrupted input state.

Now, let us consider the case that the uncorrupted input
state is of the form α|0̄〉 + β|1̄〉. If there is at least one
round before the last correct round in which the mea-
surement of L is correct, then the superposition state
collapses and the state before the last correct round is
either EbEaEin|0̄〉 or EbEaEin|1̄〉, so the analysis above is
applicable. However, if the measurements of L before the
last correct round are all incorrect, it is possible that the
superposition state may not collapse and the state before
the last correct round is of the form EbEaEin(α|0̄〉 + β|1̄〉).
Suppose that the measurement of L in the last correct
round gives m = 0. Then the output state from the last cor-
rect round is a +1 eigenstate of L, which is EbEaEin|0̄〉
if EbEaEin commutes with L, or EbEaEin|1̄〉 if EbEaEin
anticommutes with L. In contrast, if the measurement of
L in the last correct round gives m = 1, then the output
state from the last correct round is a −1 eigenstate of L.
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FIG. 15. Fault-tolerant measurement protocol for a capped color code.

This state is EbEaEin|1̄〉 if EbEaEin commutes with L, or
EbEaEin|0̄〉 if EbEaEin anticommutes with L. By applying
Fx · Fz as in step 3 and modifying m whenever Fx · Fz anti-
commutes with L as in step 4, the outputs from the protocol
are either m = 0 and |0̄〉, or m = 1 and |1̄〉 (up to some
global phase). Therefore, MCP and MPP in Definition 10
are both satisfied.

(2) In the case that the last round has some faults,
because the outcome bundles are repeated (t + 1) times
in a row and there are no more than t faults in the pro-
tocol, there must be at least one correct round in the last
t + 1 rounds, and the outcome bundles correspond to the
error on the state before the last correct round. Let Ein ∈ Er
be the input error, Ea be the combined error arising from
sa faults in the circuits for measuring L before the last
correct round, Eb be the combined error arising from sb
faults in the syndrome measurement circuits before the last
correct round, Ec be the combined error arising from sc
faults in any circuits after the last correct round but before
the syndrome measurement circuits of the very last round,
and let Ed be the combined error arising from sd faults in
the syndrome measurement circuits of the very last round,
where r + sa + sb + sc + sd ≤ t (see Fig. 15). By an anal-
ysis similar to (1), we find that Fx from step 1 is logically
equivalent to (EbEaEin)x, and Fz from step 2 is logically
equivalent to (EbEaEin)z or (EbEaEin)zZ⊗n.

Now, let us consider Ec, which can arise from the
circuits for measuring L or the syndrome measurement cir-
cuits, and Ed, which can arise from the syndrome measure-
ment circuits. Because the syndromes and the cumulative
flag vectors do not change after the last correct round, and
because i faults in the circuits for measuring L cannot cause
an X -type error of weight more than i, the X part of Ec
[denoted as (Ec)x] is similar to the combined error of X
type of a fault combination arising from sc faults whose
cumulative flag vector is zero, i.e., (Ec)x is an error in Ex

sc
.

In contrast, because the circuits for measuring L can cause
a Z-type error of any weight but the syndromes and the
cumulative flag vectors do not change after the last correct
round, the Z part of Ec [denoted as (Ec)z] can be writ-
ten as (Ẽc)z or (Ẽc)zZ⊗n, where (Ẽc)z ∈ E z

sc
. That is, Ec is

either Ẽc or ẼcZ⊗n, where Ẽc ∈ Esc . For Ed, which arises
from sd faults in the syndrome measurement circuits in the
very last round, we find that it is an error in Esd since the
cumulative flag vector from the very last round remains
the same.

Let the (uncorrupted) input state be of the form α|0̄〉 +
β|1̄〉. Suppose that the measurement outcome of L from
the last correct round is m = 0. From the argument on
a superposition state in (1), we find that the output state
from the last correct round is EbEaEin|0̄〉 if EbEaEin com-
mutes with L, or EbEaEin|1̄〉 if EbEaEin anticommutes
with L. Thus, the state before step 3 is EdẼcEbEaEin|0̄〉
or EdẼcZ⊗nEbEaEin|0̄〉 if EbEaEin commutes with L,
or EdẼcEbEaEin|1̄〉 or EdẼcZ⊗nEbEaEin|1̄〉 if EbEaEin
anticommutes with L. Recall that Fx · Fz is either EbEaEin
or EbEaEinZ⊗n, and that EbEaEin commutes (or anticom-
mutes) with L if and only if Fx · Fz commutes (or anti-
commutes) with L. By applying Fx · Fz as in step 3 and
modifying m whenever Fx · Fz anticommutes with L as
in step 4, the protocol either outputs m = 0 with the out-
put state EdẼc|0̄〉 (up to some global phase), or outputs
m = 1 with the output state EdẼc|1̄〉 (up to some global
phase). Similar results will be obtained in the case that the
measurement outcome of L from the last correct round is
m = 1.

Because (1) EdẼc ∈ Es, where s = sa + sb + sc + sd and
r + s ≤ t, (2) the output bit corresponds to the logical qubit
of the output state in every case, and (3) the output bit is
0 (or 1) if the (uncorrupted) input state is |0̄〉 (or |1̄〉), we
find that both of MCP and MPP in Definition 10 are satis-
fied. A similar analysis can be made for the case that L is
a logical X operator. In that case, we let m = 0 and m = 1
correspond to |+̄〉 and |−̄〉, and the analysis similar to (1)
and (2) can be applied.

In addition, it is possible to construct a FTP protocol
from the FTM protocol described above. For example, if
we want to prepare the state |0̄〉, we can do so by applying
the FTM protocol for a logical Z operator to any state, and
then applying a logical X operator on the output state if
m = 1 or do nothing if m = 0.

The FTM and the FTP protocols presented in this section
are also applicable to any CSS code in which the num-
ber of encoded qubits is 1, Ft is distinguishable (where
Ft corresponds to the circuits for measuring code genera-
tors), and the errors in Ex

r and E z
r have the same form for

all r = 1, . . . , t, t ≤ �(d − 1)/2�.
Similar to the FTEC protocol for a recursive capped

color code, we can construct a FTM protocol for a
recursive capped color code similarly to a FTM
protocol for a concatenated code. The FTM protocol is as
follows.
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FTM protocol for a recursive capped color code in
H form. Let L(j ) be a logical Z (or logical X ) operator
of a recursive capped color code of distance j . The fol-
lowing procedure can fault-tolerantly measure L(d) on a
recursive capped color code of distance d: for each j =
3, 5, 7, . . . , d, perform L(j ) measurement on the first j lay-
ers of the recursive capped color code of distance d using
the FTM protocol for a capped color code in H form of
distance j .

A FTP protocol for a recursive capped color code is sim-
ilar to the FTM protocol for a recursive capped color code,
except that some logical operator will be applied to the out-
put state depending on the measurement outcome so that
the desired logical state can be obtained.

D. Transversal Clifford gates

From the properties of a capped color code in H form
discussed in Sec. IV A, we know that H , S, and CNOT
gates are transversal. These gates can play an impor-
tant role in fault-tolerant quantum computation because
transversal gates satisfy both properties of fault-tolerant
gate gadgets originally proposed in Ref. [10] (Definition
7). However, since the definition of fault-tolerant gadgets
being used in this work is revised as in Definition 14,
transversal gates that satisfy the old definition may or may
not satisfy the new one. In this section, we show that
transversal H , S, and CNOT gates are still fault tolerant
according to the new definition of fault-tolerant gadgets
when the distinguishable error set Er of a capped (or a
recursive capped) color code in H form is defined as in
Definition 15.

We start by observing the operations of H , S, and
CNOT gates. These gates can transform Pauli operators as
follows:

H : X 	→ Z, Y 	→ −Y, Z 	→ X ,
S : X 	→ Y, Y 	→ −X , Z 	→ Z,

CNOT : XI 	→ XX , ZI 	→ ZI ,
IX 	→ IX , IZ 	→ ZZ.

Meanwhile, the transversal H , S, and CNOT gates can map
logical operators X̄ = X ⊗n and Z̄ = Z⊗n as follows:

H⊗n : X̄ 	→ Z̄, Z̄ 	→ X̄ ,
S⊗n : X̄ 	→ −Ȳ, Z̄ 	→ Z̄,

CNOT⊗n : X̄ ⊗ Ī 	→ X̄ ⊗ X̄ , Z̄ ⊗ Ī 	→ Z̄ ⊗ Ī ,
Ī ⊗ X̄ 	→ Ī ⊗ X̄ , Ī ⊗ Z̄ 	→ Z̄ ⊗ Z̄.

Here Ī = I⊗n, Ȳ = iX̄ Z̄ = −Y⊗n, and n = 3(d2 + 1)/2 is
the total number of qubits for each CCC(d) [since d =
3, 5, 7, . . ., we find that n = 3 (mod 4) and Ȳ = −Y⊗n for
any CCC(d)]. In addition, the coding subspace is pre-
served under the H⊗n, S⊗n, or CNOT⊗n operation (i.e., each
stabilizer is mapped to another stabilizer). Therefore, H⊗n,

S⊗n, and CNOT⊗n are logical H , logical S†, and logical
CNOT gates, respectively.

For an [[n, 1, d]] recursive capped color code in H
form in which n = (d3 + 3d2 + 3d − 3)/4, we find that
n = 3 (mod 4) when d = 3, 7, 11, . . . , and n = 1 (mod 4)
when d = 5, 9, 13, . . . . That is, S⊗n is a logical S† gate
when d = 3, 7, 11, . . . , and S⊗n is a logical S gate when
d = 5, 9, 13, . . . . For a recursive capped color code in H
form of any distance, H⊗n and CNOT⊗n are logical H and
logical CNOT gates.

Next, we verify whether the new definition of fault-
tolerant gate gadgets in Definition 11 is satisfied. We start
by considering logical H and CNOT gates. Let the dis-
tinguishable error set Er (r = 1, . . . , t) be defined as in
Definition 15, where the distinguishable fault set Ft is
the same fault set as that defined for the FTEC proto-
col for a capped color code in H form. Suppose that the
H⊗n or CNOT⊗n operation has s faults, the input error of
the H⊗n operation is an error in Er, where r + s ≤ t, and
that the input error of the CNOT⊗n operation is an error in
Er1 × Er2 , where r1 + r2 + s ≤ t. The input error for H⊗n

can be written as Ex
1 · Ez

2, where Ex
1 ∈ Ex

r and Ez
2 ∈ E z

r , and
the input error for the CNOT⊗n operation can be written as
(Ex

3 ⊗ Ex
4) · (Ez

5 ⊗ Ez
6), where Ex

3 ∈ Ex
r1

, Ex
4 ∈ Ex

r2
, Ez

5 ∈ E z
r1

,
Ez

6 ∈ E z
r2

. Let Ex
i and Ez

i be X -type and Z-type operators
that act on the same qubits. We find that

1. H⊗n maps Ex
1 · Ez

2 to Ez
1 · Ex

2, which is an error in Er;
2. CNOT⊗n maps (Ex

3 ⊗ Ex
4) · (Ez

5 ⊗ Ez
6) to (Ex

3 ⊗
Ex

3Ex
4) · (Ez

5Ez
6 ⊗ Ez

6), which is an error in Er1+r2 ×
Er1+r2 .

The operation of a logical S gate can be tricky to analyze
since it can map X -type errors to a product of X - and Z-
type errors (up to some phase factor). Let us consider a
single-qubit error P ∈ {I , X , Y, Z}, an error from a single
CNOT fault during the measurement of an X -type generator
that is of the form P ⊗ X ⊗m, and an error from a single
CNOT fault during the measurement of a Z-type generator
that is of the form P ⊗ Z⊗m (where m ≥ 0). The operation
of S⊗n will transform such errors as follows (up to some
phase factor):

I ⊗ X ⊗m 	→ (I ⊗ X ⊗m) · (I ⊗ Z⊗m),
X ⊗ X ⊗m 	→ (X ⊗ X ⊗m) · (Z ⊗ Z⊗m),
Y ⊗ X ⊗m 	→ (X ⊗ X ⊗m) · (I ⊗ Z⊗m),
Z ⊗ X ⊗m 	→ (I ⊗ X ⊗m) · (Z ⊗ Z⊗m),
I ⊗ Z⊗m 	→ (I ⊗ I⊗m) · (I ⊗ Z⊗m),
X ⊗ Z⊗m 	→ (X ⊗ I⊗m) · (Z ⊗ Z⊗m),
Y ⊗ Z⊗m 	→ (X ⊗ I⊗m) · (I ⊗ Z⊗m),
Z ⊗ Z⊗m 	→ (I ⊗ I⊗m) · (Z ⊗ Z⊗m).

We can see that any error from a single fault will be trans-
formed to an error of the form Ex · Ez, where Ex and Ez
are X - and Z-type errors from a single fault. For this
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reason, a combined error from r faults, E = E1 · · · Er, will
be transformed to (S̄E1S̄†) · · · (S̄ErS̄†), which is of the form
Ex · Ez, where Ex and Ez are X - and Z-type errors from r
faults. That is, the error after the transformation of S⊗n is
an error in Er.

In addition, s faults during the application of the H⊗n or
S⊗n operation can cause an error in Es, and s faults during
the application of the CNOT⊗n operation can cause an error
in Es × Es. Combining the input error and the error from
faults, we find that an output error from the H⊗n or S⊗n

operation is an error in Er+s, while an output error from
the CNOT⊗n operation is an error in Er1+r2+s × Er1+r2+s. As
a result, the H⊗n, S⊗n, and CNOT⊗n operation satisfy GCP
and GPP in Definition 7 when the r filter, the ideal decoder,
and the distinguishable error set are defined in Definitions
12, 13, and 15. That is, transversal H , S, and CNOT gates are
fault tolerant according to the revised definition. Similar
analysis is also applicable to a recursive capped color code
in H form. Since the Clifford group can be generated by H ,
S, and CNOT gates [63,64], any Clifford gate can be fault-
tolerantly implemented on a capped (or a recursive capped)
color code in H form using transversal H , S, and CNOT
gates.

Note that whether a transversal gate satisfies the revised
definition of fault-tolerant gate gadgets in Definition 14
depends on how the distinguishable error set is defined (as
in either Definition 11 or 15). For example, if the input
error Ein can arise from t faults (Ein is in Et) and a transver-
sal gate transforms such an error to another error Eout that
cannot arise from ≤ t faults (Eout is not in Et), then this
transversal gate is not considered fault tolerant.

E. Fault-tolerant implementation of a logical T gate via
code switching

In order to achieve a universal set of quantum gates,
we also need a fault-tolerant implementation of some gate
outside the Clifford group [69]. One possible way to imple-
ment a non-Clifford gate on the capped color code in H
form is to use magic state distillation [70], but large over-
head might be required [55]. Another possible way is to
perform code switching; since the code in H form pos-
sesses transversal H , S, and CNOT gates, and the code in T
form possesses a transversal T gate, we can apply transver-
sal H , S, or CNOT gates and perform FTEC on the code in H
form, and switch to code in T form to apply a transversal T
gate when necessary. However, logical T-gate implemen-
tation via code switching on a capped color code might
not be fault tolerant since the code in T form constructed
from CCC(d) has distance 3 regardless of the parameter d,
and a few faults that occurred to the code in T form can
cause a logical error. Fortunately, for a recursive capped
color code, both distances of the code in H form and the
code in T form constructed from RCCC(d) are d. Thus,
fault-tolerant T-gate implementation via code switching

(a) (b)

FIG. 16. (a) A flag circuit for measuring a vertical face gener-
ator ez

i . (b) The ordering of data CNOT gates in the circuit for each
ez

i .

is possible. The fault-tolerant protocol for logical T-gate
implementation on a recursive capped color code will be
developed in this section.

First, let us assume that the T-gate implementation pro-
tocol is performed after the FTEC protocol for a recursive
capped color code in H form developed in Sec. V B, using
the following CNOT orderings.

1. In the preceding FTEC protocol, the f, v, and cap
operators on the (j − 2)th, (j − 1)th, and j th lay-
ers of the recursive capped color code are measured
using the CNOT orderings for the f, v, cap opera-
tors of a capped color code in H form of distance j
(j = 3, 5, . . . , d) that give a distinguishable fault set
[where an operator on q0 of a capped color code is
replaced by operators on all qubits on the (j − 2)th
layer of a recursive capped color code].

2. During the switching from the code in H form to T
form, all Z-type vertical face generators ez

i are mea-
sured using flag circuits with one flag ancilla similar
to the circuit in Fig. 16 (see the definition of vertical
face generators in Secs. IV A and IV B).

3. During the switching from the code in T form to H
form, all X -type generators of 2D color codes on
layers 2, 4, . . . , d − 1 of the code are measured using
circuits similar to those being used in the preceding
FTEC protocol.

The logical T-gate implementation protocol will use the
following ideas: we start from the recursive capped color
code in H form, switch to the code in T form, apply a
transversal T gate, switch back to the code in H form,
and then perform error correction using a FTEC protocol
similar to the FTEC protocol for a recursive capped color
code in H form, except that possible faults from ez

i mea-
surements are also included in the distinguishable fault set
(note that we never perform error correction on the code in
T form). The full procedure of the T-gate implementation
protocol is as follows.

Fault-tolerant T-gate implementation protocol for a
recursive capped color code in H form.

1. During a single round of operator measurements,
measure all Z-type vertical face generators. Perform
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measurements until the outcomes are repeated t + 1
times in a row. After that, apply a Pauli operator cor-
responding to the repeated measurement outcome
(see also the code switching procedure in Secs. IV A
and IV B).

2. Perform a logical T operation by applying physical
T and T† gates on qubits represented by black and
white vertices, respectively (see also Proposition 7).

3. During a single round of operator measurements,
measure all X -type generators of 2D color codes on
layers 2, 4, . . . , d − 1 of the code. Perform measure-
ments until the outcomes are repeated t + 1 times
in a row. After that, apply a Pauli operator cor-
responding to the repeated measurement outcome
(see also the code switching procedure in Secs. IV A
and IV B).

4. Perform error correction using a FTEC protocol
similar to the FTEC protocol for a recursive capped
color code in H form described in Sec. V B, except
that possible faults from vertical face generator mea-
surements are also included in the distinguishable
fault set.

We can show that the protocol described above is fault
tolerant using the following facts.

1. Both codes in H form and T form have distance d
[in fact, the distance of RCCC(d) does not depend
on the gauge choice].

2. An input error to the logical T-gate implementation
protocol is an error Ein in the distinguishable set
Er, where r is the number of faults in the preceding
FTEC protocol.

3. During the switching from the code in H form to the
code in T form (step 1), the flag outcome is not zero
whenever a single fault that leads to a data error of
weight 2 occurs. That is, when the flag is zero, s1
faults will lead to an error E1 of weight ≤ s1.

4. A logical T gate is transversal, so s2 faults during
step 2 will lead to an error E2 of weight ≤ s2.

5. Any fault that can occur during the switching from
the code in T form to the code in H form (step 3) will
lead to an error on layer 2,4,. . . , or d − 1 [a center
plane of inner CCC(j ), j = 3, 5, 7, . . .].

6. The gauge measurements and Pauli operation during
the code switching correct the part of the data error
that acts on the gauge qubits being measured. The
code switching does not affect the part of the data
error that acts on the logical qubit.

Consider the data error E3E2T̄E1EinT̄† (the total error
on the desired state T̄|ψ̄in〉). We can show that, when
r + s1 + s2 + s3 ≤ t, E3E2T̄E1EinT̄† is correctable by the
FTEC protocol in step 4; this is equivalent to show-
ing that (T̄E′†

inE′†
1 T̄†E′†

2 E′†
3 )(E3E2T̄E1EinT̄†) is not a logical

operator with zero cumulative flag vector when r + r′ +
s1 + s′

1 + s2 + s′
2 + s3 + s′

3 ≤ 2t (using a technique similar
to the proof of Theorem 2). In addition, we know from the
analysis of the FTEC protocol in Sec. V B that if the FTEC
protocol in step 4 can correct any possible error after step
3 whenever s4 = 0, then in the case that s4 ≤ t the output
error will be an error in Es4 .

We point out that the protocol described in this section
works for a recursive capped color code in H form of any
distance given that flag circuits are used in the gauge oper-
ator measurements during the code switching. Note that,
for the recursive capped color codes in H form of distances
3 and 5, it is possible to obtain a distinguishable fault set
when the circuits for generator measurements are nonflag
circuits (thus, FTEC, FTP, FTM, and fault-tolerant Clifford
computation with one ancilla are possible). In that case,
however, an additional ancilla is required if one wants to
perform logical T-gate implementation via code switching
using the fault-tolerant protocol provided in this section.

VI. DISCUSSION AND CONCLUSIONS

In this work, we observe that errors arising from a few
faults depend on the structure of the circuits chosen for
syndrome measurement, and develop a FTEC protocol
accordingly. A fault set that includes all possible fault com-
binations arising from at most a certain number of faults is
said to be distinguishable if any pair of fault combinations
in the set either leads to logically equivalent data errors or
leads to different syndromes or cumulative flag vectors (as
defined in Definition 3). Distinguishability may depend on
the number of flag ancillas being used in the circuits, the
ordering of gates in the circuits, and the choice of stabilizer
generators being measured. If we can find a set of circuits
for a stabilizer code that leads to a distinguishable fault set,
we can construct a FTEC protocol, as shown in Sec. V B.

We prove in Lemma 1 that if an [[n, k, d]] CSS code has
odd n, k = 1, even weight stabilizer generators, and logi-
cal X and Z being X ⊗n and Z⊗n, then two Pauli errors of
X type (or Z type) with the same syndrome are logically
equivalent if and only if they have the same weight par-
ity. One may note that the weight parity of a Pauli operator
and the anticommutation between the Pauli operator and a
logical operator are closely related. In fact, for a given sta-
bilizer code, the normalizer group can be generated by the
stabilizer generators of the code and all independent logi-
cal Pauli operators; for example, the normalizer group of
the Steane code is N (S) = 〈gx

i , gz
i , X ⊗7, Z⊗7〉i=1,2,3. If the

anticommutation between a Pauli error E and each of the
generators of N (S) can be found, then a Pauli error logi-
cally equivalent to E can be determined with certainty. The
EC techniques presented in Ref. [1] and this work use the
fact that the weight parity of an error on a smaller code (or
the anticommutation between the error and a logical oper-
ator of a smaller code) can be inferred by the measurement
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results of the stabilizer generators of a bigger code. We are
hopeful that the relationship between the weight parity and
the anticommutation can lead to EC techniques similar to
the weight parity technique for a general stabilizer code in
which the number of logical qubits can be greater than 1.

With Lemma 1 in mind, we present the 3D color code
of distance 3 in Sec. III and construct a family of capped
color codes in Sec. IV, which are good candidates for our
protocol construction (the 3D color code of distance 3 is
the smallest capped color code). A capped color code is a
subsystem code; it can be transformed to stabilizer codes,
namely capped color codes in H form and T form, by the
gauge fixing method. The code in H form has transver-
sal H , S, and CNOT gates, while the code in T form has
transversal CNOT and T gates. One interesting property of
a capped color code in H form is that the code contains
a 2D color code as a subcode lying on the center plane.
Since a cap generator of X type (or Z type) has support
on all qubits on the center plane, the weight parity of an
error of Z type (or X type) that occurred on the center
plane can be obtained from the measurement result of the
cap generator. The syndrome of the error on the center
plane corresponding to the measurements of the 2D code
generators together with the error weight parity can lead
to an EC operator for such an error by Lemma 1. Exploit-
ing these facts, we design circuits for measuring generators
of a capped color code such that most of the possible
errors are on the center plane. We prove in Theorem 1
that if the circuits satisfy some conditions, the fault set
corresponding to all possible fault combinations arising
from up to t = (d − 1)/2 faults is distinguishable, where
d = 3, 5, 7, . . . is the distance of the code. Furthermore, we
prove in Theorems 2 and 3 that a distinguishable fault set
for a capped color code in H form of any distance can be
obtained, given that circuits for measuring code generators
are flag circuits with one flag ancilla of a particular form.
We also show that, for the codes of distances 3 and 5, it is
possible to obtain a distinguishable fault set using nonflag
circuits with specific CNOT orderings. However, whether
such nonflag circuits exist for the code of distance 7 or
higher is still not known.

Besides capped color codes, we also construct a family
of recursive capped color codes in Sec. IV. A recursive
capped color code RCCC(d) can be obtained by recur-
sively encoding the top qubit of a capped color code
CCC(d) by capped color codes of smaller distances. Sim-
ilar to a capped color code, stabilizer codes, namely
recursive capped color codes in H form and T form,
can be obtained by the gauge fixing method. Circuits for
measuring code generators that work for capped color
codes are also applicable to recursive capped color codes.
The main advantage of a recursive capped color code is
that both codes in H form and T form have the same
distance, allowing us to perform fault-tolerant logical T-
gate implementation via code switching.

In Sec. V, we construct several fault-tolerant protocols
using the fact that the fault set corresponding to the pro-
tocols being used is distinguishable. Our definitions of
fault-tolerant gadgets in Definition 14 also use the fact
that some errors can be distinguished by their relevant
flag information, so they can be viewed as a generaliza-
tion of the definitions of fault-tolerant gadgets proposed in
Ref. [10] (Definitions 7–10). Our protocols are not lim-
ited to the capped or the recursive capped color codes;
some of the protocols are also applicable to other families
of stabilizer codes if their syndrome measurement cir-
cuits give a distinguishable fault set. Since possible errors
depend on every fault-tolerant gadget being used, all proto-
cols for quantum computation (including error correction,
gate, measurement, and state preparation gadgets) must be
designed in tandem in order to achieve fault tolerance.

In our development, the ideal decoder and the r filter
(which define fault-tolerant gadgets) are defined by a dis-
tinguishable error set in which errors correspond to fault
combinations with zero cumulative flag vector (see Def-
initions 11–14). The intuition behind the definitions with
zero cumulative flag vector is that in a general flag FTEC
protocol we normally repeat the measurements until the
outcomes (syndromes and flag vectors) are repeated t + 1
times in a row. Thus, undetectable faults at the very end of
the protocol that give repeated outcomes must correspond
to the zero cumulative flag vector (see the analysis of the
FTEC protocol in Sec. V B for more details). Note that
nontrivial cumulative flag vectors are used to distinguish
possible fault combinations arising during the FTEC proto-
col only; the flag information is used locally in each FTEC
gadget and is not passed on to other gadgets. One interest-
ing future direction would be studying how fault-tolerant
protocols can be further improved by exploiting the flag
information outside of the FTEC protocol. For example,
we may define both the ideal decoder and r filter using fault
combinations with trivial or nontrivial cumulative flag vec-
tors. However, when a FTEC protocol is allowed to output
nontrivial flag information, we have to make sure that other
subsequent fault-tolerant gadgets (such as FTG gadgets)
must be able to process the flag information in such a way
that their possible output errors are still distinguishable.
This study is beyond the scope of this work.

One should note that it is possible to use fault-
tolerant protocols satisfying the old definitions of fault-
tolerant gadgets (Definitions 7–10) in conjunction with
fault-tolerant protocols satisfying our definitions of fault-
tolerant gadgets (Definition 14). In particular, observe that,
for any Pauli error of weight w ≤ t, we can always find a
fault combination arising from w faults whose combined
error is such an error; i.e., any Pauli error of weight up to
t is contained in a distinguishable fault set Ft. Therefore,
a FTEC protocol satisfying Definition 14 can be used to
correct an output error of any fault-tolerant protocol
satisfying one of the old definitions (assuming that
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both protocols can tolerate the same number of faults).
However, the converse might not be true since a FTEC
protocol satisfying the old definition of a FTEC gadget
might not be able to correct errors of high weight arising
from a small number of faults in the protocol satisfying
Definition 14.

In this work, we show that universal quantum com-
putation can be performed fault-tolerantly on a recursive
capped color code in H form of any distance. First, we pro-
vide FTEC, FTM, and FTP protocols for a capped color
code in H form that are applicable to the code of any
distance as long as the fault set is distinguishable (see
Secs. V B and V C). From the aforementioned protocols,
we can construct FTEC, FTM, and FTP protocols for a
recursive capped color code in H form similarly to con-
ventional fault-tolerant protocols for a concatenated code.
Second, we show that, for a capped color code, transversal
H , S, and CNOT gates are fault tolerant according to our
revised definitions of fault-tolerant gadgets in Definition
14 (see Sec. V D), and a similar analysis is also applicable
to a recursive capped color code. Last, we provide a fault-
tolerant protocol for implementing a logical T gate on a
recursive capped color code in H form via code switching,
which is applicable to the code of any distance given that
circuits for measuring gauge operators are flag circuits of
a particular form (see Sec. V E).

Compared with other codes with the same distance,
capped and recursive capped color codes may not have the
fewest number of data qubits. Nevertheless, these codes
have some special properties that may be useful for fault-
tolerant quantum computation. The numbers of data qubits
n (as functions of the code distance d) for the families of
2D color codes [54], capped color codes, recursive capped
color codes, traditional 3D color codes [73], and stacked
codes [78] are provided in the second column of Table IV.
We make the following observations.

1. The number of data qubits required for a capped
color code in H form is about twice that of a 2D
color code of the same distance [both numbers are
O(d2)]. One advantage that capped color codes have
over 2D color codes is that a logical T gate can be
implemented on the capped color codes via code
switching. Although the process might not be fully
fault tolerant (because the codes in T form are of dis-
tance 3 regardless of d), code switching uses fewer
ancillas compared to magic state distillation and
may be beneficial if the error rate is low enough.

2. When d is large, the number of data qubits required
for a recursive capped color code is about 2 times
smaller than that of a 3D color code, and about 3
times smaller than that of a stacked code of the
same distance [all numbers are O(d3)]. For these
three families of codes, a logical T gate can be
fault-tolerantly implemented via code switching

since the code distance does not depend on the
gauge choice.

Using our fault-tolerant protocols, Clifford computation on
a capped color code in H form of any distance can be
achieved using only two ancillas, while universal quantum
computation on a recursive capped color code in H form
of any distance can be achieved using only two ancillas.
This is equal to the number of ancillas required for fault-
tolerant protocols for Clifford computation on a 2D color
code of any distance (by Theorem 2). It should be noted
that the aforementioned results on the number of ancil-
las hold under the assumptions that (1) qubit preparation
and qubit measurement are fast enough so that the ancillas
can be reused, and that (2.a) all-to-all connectivity between
data and ancilla qubits are allowed. In practice, attain-
ing the minimum number of ancillas can be challenging
because the qubit connectivity is restricted to the nearest-
neighbor interactions in most architectures. A more prac-
tical assumption is (2.b) having dedicated syndrome and
flag ancillas for each stabilizer generator measurement.
For a 2D color code, syndrome and flag ancillas can be
shared between X -type and Z-type generators acting on
the same set of qubits, so the number of required ancillas is
the number of stabilizer generators, which is 3(d2 − 1)/4.
For a capped (or recursive capped) color code in H form,
syndrome and flag ancillas can be shared between X -type
and Z-type volume (v) generators acting on the same set
of qubits, and face (f) generators can share ancillas with
their corresponding volume generators. Thus, the number
of required ancillas is equal to the number of stabilizer
generators of the subsystem code CCC(d) [or RCCC(d)].
(Note that, on color codes, generators of the same color can
be measured in parallel.)

The total numbers of data and ancilla qubits required for
2D color codes, capped color codes, recursive capped color
codes, traditional 3D color codes, and stacked codes under
assumptions (1) and (2.b) are displayed in the fourth col-
umn of Table IV. (Note that we still do not know the actual
minimum numbers of required ancillas for a 3D color
code and a stacked code to achieve fault tolerance. The
numbers for these two codes in the table are for the case
that only one ancilla per generator is required.) We find the
following.

1. In exchange for having T-gate implementation via
code switching available (although the process is
not fully fault tolerant), protocols for a capped color
code in H form require about 50% more qubits than
those for a 2D color code of the same distance.

2. When d = 5, the recursive capped color code out-
performs the stacked code and is comparable to the
3D color code. When d ≥ 7, the recursive capped
color code outperforms both the 3D color code and
stacked code. (These three codes are the same code
when d = 3.)
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TABLE IV. Comparison between the numbers of required qubits for a 2D color code, a capped color code (in H form), a recursive
capped color code, a traditional 3D color code, and a stacked code of distance d. The assumptions being used in the third and the fourth
columns are that (1) qubit preparation and qubit measurement are fast, and that (2.a) all-to-all connectivity between data and ancilla
qubits are allowed or (2.b) there are dedicated syndrome and flag ancillas for each generator measurement.

Number of Number of data Number of data
data qubits and ancilla qubits, and ancilla qubits,

Code family only n(d) assuming (1) and (2.a) assuming (1) and (2.b)

2D color code [54] 3(d2 − 1)/4 + 1 3(d2 − 1)/4 + 3 3(d2 − 1)/2 + 1
Capped color code 3(d2 − 1)/2 + 3 3(d2 − 1)/2 + 5 9(d2 − 1)/4 + 5
Recursive capped (d3 + 3d2 + 3d − 3)/4 (d3 + 3d2 + 3d + 5)/4 (3d3 + 9d2 + 13d − 17)/8
color code
3D color code [73] (d3 + d)/2 (d3 + d + 2)/2a (7d3 + 3d2 + 5d − 3)/12a

Stacked code [78] (3d3 − 3d2 + d + 3)/4 (3d3 − 3d2 + d + 7)/4a (15d3 − 15d2 + 9d + 7)/16a

aWe still do not know the actual minimum numbers of required ancillas for a 3D color code and a stacked code to achieve fault
tolerance. The numbers for these codes in the table are for the case that only one ancilla per generator is required.

Recently, Beverland et al. [75] compared the overhead
required for T-gate implementation with two methods:
using a 2D color code via magic state distillation versus
using a (traditional) 3D color code via code switching.
They found that magic state distillation outperforms code
switching except at some low physical error rate and when
certain fault-tolerant schemes are used in the simulation.
Since our protocols require only a few ancillas per gener-
ator and the data block of a recursive capped color code is
smaller than that of a 3D color code of the same distance,
we are hopeful that the range of physical error rates in
which code switching beats magic state distillation could
be improved by our protocols. A careful simulation on the
overhead is required, which we leave for future work.

Last, we point out that our fault-tolerant protocols using
the flag and the weight parity techniques are specially
designed for the circuit-level noise so that all possible data
errors arising from a few faults (including any one- and
two-qubit gate faults, faults during the ancilla preparation
and measurement, and faults during wait time) can be cor-
rected. However, our protocols require repeated syndrome
measurements in order to avoid syndrome bit flips that may
occur during the protocols, and the processes can increase
the number of gate operations. Single-shot error correction
[84] is one technique that can deal with the syndrome bit
flips without using repeated syndrome measurements. We
hope that the flag, the weight parity, and the single-shot
error-correction techniques could be used together to build
fault-tolerant protocols that can protect the data against the
circuit-level noise and require only small numbers of gates
and ancillas.
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APPENDIX A: PROOF OF THEOREM 1

In the first part of the proof, we assume that data errors
arising from all faults are purely Z type, and show that if
Conditions 1–5 are satisfied, then there is no fault com-
bination arising from up to d − 1 faults whose combined
error is a logical Z operator and its cumulative flag vector
is zero. Because i faults during the measurements of X -
type generators cannot cause a Z-type error of weight more
than i, we can assume that each fault is either a qubit fault
causing a Z-type error (which is a q0, qon, or qoff fault)
or a fault during a measurement of some Z-type generator
(which is an f, v, v∗, or cap fault).

First, recall the main equations (in mod 2):

scap = n0 + non +
∑

WP(σf)+
∑

WP(σv)

+
∑

WP(σv∗,cen)+
∑

WP(σcap), (A1)

�sf =
∑

�qon +
∑

�pf +
∑

�pv +
∑

�pv∗,cen

+
∑

�pcap, (A2)
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�sv =
∑

�qon +
∑

�qoff +
∑

�pf +
∑

�q∗
v

+
∑

�pcap, (A3)

WPtot = n0 + non + noff +
∑

WP(σf)+ n∗
v

+
∑

WP(σcap), (A4)

�fcap =
∑ �fcap, (A5)

�ff =
∑ �ff, (A6)

�fv =
∑ �fv +

∑ �f ∗
v , (A7)

WPbot = noff +
∑

WP(σv)+
∑

WP(σv∗,bot), (A8)

�sbot =
∑

�qoff +
∑

�pv +
∑

�pv∗,bot. (A9)

Note that the types of faults involved in the main equa-
tions and the types of faults involved in the conditions
are related by the correspondences in Table III. Here we
show that if Conditions 1–5 are satisfied and there exists
a fault combination arising from up to d − 1 faults that
corresponds to a logical Z operator and the zero cumula-
tive flag vector, some contradictions will happen (also note
that Condition 0 is automatically satisfied). By Lemma 1,
a fault combination corresponding to a logical Z operator
and the zero cumulative flag vector gives scap = 0, �sf = �0,
�sv = �0, WPtot = 1, �fcap = �0, �ff = �0, �fv = �0, WPbot = 1,
and �sbot = 0. We divide the proof into four cases: (1)
nf = 0 and ncap = 0, (2) nf ≥ 1 and ncap = 0, (3) nf = 0
and ncap ≥ 1, and (4) nf ≥ 1 and ncap ≥ 1.

Case 1: nf = 0 and ncap = 0. The main equations can
be simplified as follows (trivial equations are neglected):

0 = n0 + non +
∑

WP(σv)+
∑

WP(σv∗,cen), (A1)

�0 =
∑

�qon +
∑

�pv +
∑

�pv∗,cen, (A2)

�0 =
∑

�qon +
∑

�qoff +
∑

�q∗
v, (A3)

1 = n0 + non + noff + n∗
v, (A4)

�0 =
∑ �fv +

∑ �f ∗
v , (A7)

1 = noff +
∑

WP(σv)+
∑

WP(σv∗,bot), (A8)

�0 =
∑

�qoff +
∑

�pv +
∑

�pv∗,bot. (A9)

All faults involved in Eqs. (A3) and (A4) correspond to
q2D faults on the 2D code and the total number of faults

is at most d − 1. Because Condition 0 is satisfied, from
Eqs. (A3) and (A4) we must have non + noff + n∗

v =
0 (mod 2), which implies that n0 = 1. Thus, Eq. (A1)
becomes

1 = non +
∑

WP(σv)+
∑

WP(σv∗,cen). (A1)

Since the total number of faults is n0 + non + noff + nv +
n∗
v ≤ d − 1, we find that non + noff + nv + n∗

v ≤ d − 2.
Let us consider the following subcases.

(1.a) If noff = 0, we have nv + n∗
v ≤ d − 2 − non ≤

d − 2. In this case, Eqs. (A7)–(A9) contradict Condition
1 (where v and v∗ faults correspond to an f2D fault).

(1.b) If noff ≥ 1, we have non + nv + n∗
v ≤ d − 2 −

noff ≤ d − 3. In this case, Eqs. (A1), (A2), and (A7) con-
tradict Condition 2 (where a qon fault corresponds to a q2D
fault, and v and v∗ faults correspond to an f2D fault).

Case 2: nf ≥ 1 and ncap = 0. The main equations can be
simplified as follows:

0 = n0 + non +
∑

WP(σf)+
∑

WP(σv)

+
∑

WP(σv∗,cen), (A1)

�0 =
∑

�qon +
∑

�pf +
∑

�pv +
∑

�pv∗,cen, (A2)

�0 =
∑

�qon +
∑

�qoff +
∑

�pf +
∑

�q∗
v, (A3)

1 = n0 + non + noff +
∑

WP(σf)+ n∗
v, (A4)

�0 =
∑ �ff, (A6)

�0 =
∑ �fv +

∑ �f ∗
v , (A7)

1 = noff +
∑

WP(σv)+
∑

WP(σv∗,bot), (A8)

�0 =
∑

�qoff +
∑

�pv +
∑

�pv∗,bot. (A9)

The total number of faults is n0 + non + noff + nf + nv +
n∗
v ≤ d − 1, which means that noff + nv + n∗

v ≤ d − 1 −
n0 − non − nf (where nf ≥ 1). Consider the following
subcases.

(2.a) If n0 = 1 or non ≥ 1 or nf ≥ 2, we have noff +
nv + n∗

v ≤ d − 3. In this case, Eqs. (A7)–(A9) contradict
Condition 2 (where a qoff fault corresponds to a q2D fault,
and v and v∗ faults correspond to an f2D fault).

(2.b) If n0 = 0, non = 0, and nf = 1, we find that
noff + nf + nv + n∗

v ≤ d − 1 and noff + nv + n∗
v ≤ d −

2. Let us divide this case into the following further sub-
cases (where some subcases may overlap).

(i) If nv ≥ 1, then noff + nf + n∗
v ≤ d − 2. In this case,

Eqs. (A3), (A4), and (A6) contradict Condition 3
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(where qoff and qv∗ faults correspond to a q2D fault,
and an f fault corresponds to an f2D fault).

(ii) If nv = 0 and n∗
v = 0, then Eqs. (A8) and (A9) contra-

dict Condition 0 (where a qoff fault corresponds to a
q2D fault).

(iii) If noff = 0, then nv + n∗
v ≤ d − 2 and Eqs. (A7)–(A9)

contradict Condition 1 (where v and v∗ faults corre-
spond an to f2D fault).

(iv) If noff ≥ 1, nv = 0, and n∗
v = 1, then noff + n∗

v ≤
d − 2 and Eqs. (A7)–(A9) contradict Condition 3
(where qoff fault correspond to a q2D fault, and a v∗
fault corresponds to an f2D fault).

(v) If noff ≥ 1, nv = 0, n∗
v ≥ 2, and noff + nf + n∗

v ≤
d − 2, then Eqs. (A3), (A4) and (A6) contradict Con-
dition 3 (where qoff and qv∗ faults correspond to a
q2D fault, and an f fault corresponds to an f2D fault).

(vi) If noff ≥ 1, nv = 0, n∗
v ≥ 2, and noff + nf + n∗

v =
d − 1, then Eqs. (A1),(A2), and (A6)–(A9) contra-
dict Condition 4 (where qoff, qf, and qv∗ faults
correspond to q2D, f2D, and v∗

2D faults, respectively).

Case 3: nf = 0 and ncap ≥ 1. The main equations can be
simplified as follows:

0 = n0 + non +
∑

WP(σv)+
∑

WP(σv∗,cen)

+
∑

WP(σcap), (A1)

�0 =
∑

�qon +
∑

�pv +
∑

�pv∗,cen +
∑

�pcap, (A2)

�0 =
∑

�qon +
∑

�qoff +
∑

�q∗
v +

∑
�pcap, (A3)

1 = n0 + non + noff + n∗
v +

∑
WP(σcap), (A4)

�0 =
∑ �fcap, (A5)

�0 =
∑ �fv +

∑ �f ∗
v , (A7)

1 = noff +
∑

WP(σv)+
∑

WP(σv∗,bot), (A8)

�0 =
∑

�qoff +
∑

�pv +
∑

�pv∗,bot. (A9)

The total number of faults is n0 + non + noff + nv +
n∗
v + ncap ≤ d − 1, which means that noff + nv + n∗

v ≤
d − 1 − n0 − non − ncap (where ncap ≥ 1). Consider the
following subcases.

(3.a) If n0 ≥ 1 or non ≥ 1 or ncap ≥ 2, then noff +
nv + n∗

v ≤ d − 3. In this case, Eqs. (A7)–(A9) contradict
Condition 2 (where a qoff fault corresponds to a q2D fault,
and v and v∗ faults correspond to an f2D fault).

(3.b) If n0 = 0, non = 0, and ncap = 1, we find
that noff + nv + n∗

v + ncap ≤ d − 1 and noff + nv +
n∗
v ≤ d − 2. Let us divide the proof into the following

further subcases (where some subcases may overlap).

(i) If nv + n∗
v = 0, then Eqs. (A8) and (A9) contradict

Condition 0 (where a qoff fault corresponds to a q2D
fault).

(ii) If nv + n∗
v = 1, then Eqs. (A7)–(A9) contradict Con-

dition 3 (where a qoff fault corresponds to a q2D fault,
and v and v∗ faults correspond to an f2D fault).

(iii) If noff = 0, then nv + n∗
v ≤ d − 2. In this case,

Eqs. (A7)–(A9) contradict Condition 1 (where v and
v∗ faults correspond to an f2D fault).

(iv) If noff + nv + n∗
v + ncap ≤ d − 2 (or, equivalently,

noff + nv + n∗
v ≤ d − 3), then Eqs. (A7)-(A9) contra-

dict Condition 2 (where a qoff fault corresponds to a
q2D fault, and v and v∗ faults correspond to an f2D
fault).

(v) If noff ≥ 1, nv + n∗
v ≥ 2, and noff + nv + n∗

v +
ncap = d − 1, then Eqs. (A1), (A2), (A5), and
(A7)–(A9) contradict Condition 5 (where qoff, v, v∗,
cap faults correspond to q2D, f2D, v∗

2D, and cap2D
faults, respectively).

Case 4: nf ≥ 1 and ncap ≥ 1. (The main equations cannot
be simplified in this case.) From the fact that the total num-
ber of faults is at most d − 1, we have noff + nv + n∗

v ≤
d − 3. In this case, we find that Eqs. (A7)–(A9) contradict
Condition 2 (where a qoff fault corresponds to a q2D fault,
and v and v∗ faults correspond to an f2D fault).

So far, we have shown that if Conditions 1–5 are sat-
isfied and all faults give rise to purely Z-type errors, then
there is no fault combination arising from up to d − 1 faults
whose combined error is a logical Z operator and its cumu-
lative flag vector is zero. Because the circuits for each
pair of X -type and Z-type generators use the same CNOT
ordering, the same analysis is also applicable to the case
of purely X -type errors; i.e., if Conditions 1–5 are satisfied
and all faults give rise to purely X -type errors, then there is
no fault combination arising from up to d − 1 faults whose
combined error is a logical X operator and its cumulative
flag vector is zero. In the next part of the proof, we use
these results to show that Ft is distinguishable.

Let us consider a fault combination whose combined
error is of mixed type. Let tx and tz denote the total num-
bers of faults during the measurements of X -type and
Z-type generators, and let ux, uy , uz denote the numbers
of qubit faults that give X -type, Y-type, and Z-type errors,
respectively. Suppose that the fault combination arises
from no more than d − 1 faults; we have tx + tz + ux +
uy + uz ≤ d − 1. Next, observe that tx faults during the
measurement of X -type generators cannot cause a Z-type
error of weight more than tx, and that tz faults during the
measurement of Z-type generators cannot cause an X -type
error of weight more than tz. Thus, the Z part of the com-
bined error and the cumulative flag vector corresponding
to Z-type generators can be considered as an error and
a cumulative flag vector arising from tz + tx + uz + uy ≤
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d − 1 faults that give rise to purely Z-type errors. Simi-
larly, the X part of the combined error and the cumulative
flag vector corresponding to X -type generators can be
considered as an error and a cumulative flag vector aris-
ing from tx + tz + ux + uy ≤ d − 1 faults that give rise to
purely X -type errors. Recall that there is no fault com-
bination arising from up to d − 1 faults whose combined
error is a logical X (or a logical Z) operator and its cumu-
lative flag vector is zero when all faults give rise to purely
X -type (or purely Z-type) errors. Using this, we find that,
for any fault combination arising from d − 1 faults, it can-
not correspond to a nontrivial logical operator and the zero
cumulative flag vector. That is, there is no fault combina-
tion corresponding to a nontrivial logical operator and the
zero cumulative flag vector in F2t, where 2t = d − 1. By
Proposition 1, this implies that Ft is distinguishable.

APPENDIX B: FAULT-TOLERANT
ERROR-CORRECTION PROTOCOL FOR A

GENERAL STABILIZER CODE

In Sec. V B, we constructed a FTEC protocol for a
capped color code in H form of any distance in which
its fault set is distinguishable. We also showed that such
a protocol is fault tolerant when the r filter, the ideal
decoder, and the distinguishable error set are defined as
in Definitions 12, 13, and 15. Using similar ideas, we
can also construct a FTEC protocol for a general stabi-
lizer code whose circuits for the syndrome measurement
give a distinguishable fault set Ft, i.e., a code in which Er
is defined by Definition 11 instead of Definition 15. The
outcome bundle defined for the protocol in this section is
similar to the outcome bundle defined for the FTEC pro-
tocol for a capped color code, except that the syndrome
�s and the cumulative flag vector �f are not separated into
X and Z parts. We can also build a list of all possible
fault combinations and their corresponding combined error
and cumulative vector from the distinguishable fault set
Ft. The FTEC protocol for a general stabilizer code is as
follows.

FTEC protocol for a stabilizer code whose syndrome
measurement circuits give a distinguishable fault set.
During a single round of full syndrome measurement, mea-
sure the all generators in any order. Perform full syndrome
measurements until the outcome bundles (�s,�f) are repeated
t + 1 times in a row. Afterwards, do the following.

1. Determine an EC operator F using the list of possi-
ble fault combinations as follows.

(a) If there is a fault combination on the list whose
syndrome and cumulative flag vector are �s and
�f, then F is the combined error of such a fault
combination. (If there is more than one fault

combination corresponding to �s and �f, a com-
bined error of any of such fault combinations
will work since they are logically equivalent.)

(b) If none of the fault combinations on the list cor-
responds to �s and �f, then F can be any Pauli
operator whose syndrome is �s.

2. Apply F to the data qubits to perform error correc-
tion.

To verify that the FTEC protocol for a general stabilizer
code satisfies both properties of a FTEC gadget accord-
ing to the revised definition (Definition 14), we can use
an analysis similar to that presented in Sec. V B, except
that Er is defined by Definition 11 instead of Definition 15
and the errors in the analysis (Ein, Ea, and Eb) need not be
separated into X and Z parts.
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