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Fault-tolerant schemes can use error correction to make a quantum computation arbitrarily accurate,
provided that errors per physical component are smaller than a certain threshold and independent of the
computer size. However, in current experiments, physical-resource limitations such as energy, volume,
or available bandwidth induce error rates that typically grow as the computer grows. We analyse how
error correction performs under such constraints and show that the amount of error correction can be
optimized, leading to a maximum attainable computational accuracy. We find this maximum for generic
situations where noise is scale dependent. By inverting the logic, we provide experimenters with a tool for
finding the minimum resources required to run an algorithm with a given computational accuracy. When
combined with a full-stack quantum computing model, this provides the basis for energetic estimates of
future large-scale quantum computers.
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I. INTRODUCTION

With the advent of small-scale quantum computing
devices from companies such as IBM and the myriad
of software and hardware quantum startups, the interest
in building quantum computers is at an all-time high.
The latest declaration of quantum supremacy by Google
[1] begs the question: How do we make our quantum
computers more powerful? The answer is, of course,
to have larger quantum computers. But larger also usu-
ally means noisier, with more fragile quantum compo-
nents that can go wrong, leading to more computational
errors. The way out of this conundrum is fault-tolerant
quantum computation (FTQC), the only known route to
scaling up quantum computers while keeping errors in
check.

FTQC schemes have been known since the early days
of the field [2–8] and are widely reviewed [9–12]. They
remain an active field of research, especially in the context
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of surface codes: see, e.g., Refs. [13–15] or Ref. [16] for
an older review. Underlying all FTQC schemes are basic
assumptions about the nature of the quantum devices and
the noise afflicting them. Many of these assumptions, laid
down long before experimental devices came about, were
based on general physical expectations not specific to any
one implementation. As we learn more about the shape
of quantum computers to come, it is important to revisit
those assumptions, to update them to properly describe
real devices, so that the schemes remain relevant to our
progress toward large-scale useful quantum computers.

FTQC tells us how to improve computational accuracy
by scaling up the size of the computer. The computational
state is carried by more and more physical qubits, encoded
using more and more powerful quantum error-correcting
(QEC) codes, and thus capable of removing more and more
errors. One key assumption is that the physical error prob-
ability η—the maximum probability that an error occurs
in a physical qubit or gate—remains constant as the com-
puter scales up. Then, so long as the error is below a
certain threshold (typically, an error probability per gate
of less than 10−4), one can perform more accurate calcula-
tions by investing more physical resources to scale up the
size of the computer (adding more qubits, gates, etc.). In
principle, this can be repeated until computational errors
are arbitrarily rare.
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FIG. 1. How resource constraints can lead to increased computational errors. Each gate operation on a physical qubit (blob) requires
a certain amount of physical resource (fence) for good control. If the number of physical qubits increases as the computer grows,
without a proportionate increase in control resource, errors will increase.

Unfortunately, this key assumption is observed to be
violated in most current quantum devices, where η is
found to grow with scale. We argue that this is a con-
sequence of resource limitations, so that the resources
per physical component (qubit, gate, etc.) shrink as the
scale of the computer grows, leading to more errors
per gate operation (see Fig. 1). For instance, in ion-
trap experiments, the gate fidelity drops rapidly if more
and more ions are put into the same trap. This volume
constraint is currently a technological bottleneck, even
if it is motivating a push toward networked ion traps
and flying qubits to communicate between traps (see,
e.g., Ref. [17]). Another example is provided by qubits
that are coherently controlled, by resonantly addressing
their transition. Here, a constraint on the total available
energy to perform gates results in lower gate fidelity
[18]. Finally, a constraint on the available bandwidth
makes the qubit transition frequencies closer and closer
as the computer size grows, causing more and more
crosstalk between qubits when performing gates [1].
These three typical examples lead to a scale-dependent
noise.

If the physical error probability η is scale dependent, so
that it grows as the computer scales up, we cannot expect
quantum error correction to keep up with the rapid accu-
mulation of errors, so it should come as no surprise that the
standard threshold for fault tolerance [2–8]—and its gener-
alizations to correlated and long-range noise [19–28]—no
longer apply (see, e.g., Refs. [20,29]). This calls for a revis-
iting of our expectations for FTQC within this realistic
context.

In this work, we examine the consequences on FTQC
of growing physical error probability η as the computer
scales up. The absence of a threshold means that arbitrar-
ily accurate computation is unattainable but it does not
mean that quantum error correction is useless. We find
generic situations where a certain amount of error correc-
tion is good but too much is bad. Hence, the amount of
error correction should be optimized, leading to a maximal

achievable computational accuracy. We provide experi-
menters with a methodology to estimate this maximum for
a given scale-dependent noise and show the importance of
adjusting the experimental design to control this scaling.
Inverting the perspective allows us to estimate the mini-
mum required resource cost to perform a computation with
a given accuracy.

The standard theory of FTQC applies when noise does
not grow with scale. It has to be replaced by our theory pre-
sented here in two generic situations: (1) if a technological
bottleneck stops one from increasing the resources (energy,
volume, bandwidth, etc.) in proportion to the number of
physical components (qubits, gates, etc.) in the quantum
computer; or (2) if one wants to minimize the resources
consumed by the quantum computer. We give examples
of both situations here; we use our theory to maximize
the computational accuracy for the available resources in
the first situation and we minimize the resources for a
prescribed accuracy in the second.

Our paper is structured as follows. After recalling the
basics of FTQC, we present our general strategy. We exem-
plify it with a toy model that captures the main features
of FTQC in the presence of scale-dependent noise. We
then focus on three physically motivated situations where
resource constraints such as energy, volume, or bandwidth
lead to scale-dependent noise and examine the feasibil-
ity of FTQC in the limit of large quantum computers. We
finally provide first methodological steps toward minimiz-
ing the energetic costs to run an algorithm with a given
accuracy. This suggests the possibility of a detailed ener-
getic analysis for a full-stack quantum computer—which,
however, goes beyond the scope of this paper.

II. ACCURATE QUANTUM COMPUTING

To be concrete, we examine the FTQC scheme of Ref.
[7], built on the idea of concatenating a QEC code put
forth in earlier works. This has formed the foundation of
many subsequent FTQC proposals; our results are hence
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applicable to those based on concatenated codes. Such
schemes have more well-established and complete theoret-
ical analyses than some of the more recent developments
such as surface codes. Hence they are a good starting point
for our investigation here.

Universal quantum computation in the scheme of Ref.
[7] is built upon the seven-qubit code [30], using seven
physical qubits to encode one (logical) qubit of informa-
tion. We refer to the seven physical qubits used to encode
the logical qubit as a “code block,” and to gates on the
logical qubit as “encoded gates.” At the lowest level of
protection against errors, which we refer to as “level-1
concatenation,” each logical qubit is encoded using the
seven-qubit code into one code block and every com-
putational gate is done as an encoded gate on the code
blocks. Every encoded gate is immediately followed by a
QEC box, comprising syndrome measurements to (attempt
to) correct errors in the preceding gate. Faults can occur
in any of the physical components—physical qubits and
gates—including those in the QEC boxes, so the error cor-
rection may not always successfully remove the errors.
Faulty components in the QEC box may even add errors to
the computer. A critical part of the construction of Ref. [7]
is to ensure that the QEC boxes, even when faulty, do not
cause or spread errors on the physical qubits in an uncon-
trolled manner provided that not too many faults occur, a
realization of the notion of fault tolerance.

At level-1 concatenation, the ability of the code to
remove errors is limited. The seven-qubit code ideally
removes errors in at most one of the seven physical qubits
in the code block. To increase the QEC power, we raise
the concatenation level of the circuit: every physical qubit
in the lower concatenation level is encoded into seven
physical qubits; and every physical gate is replaced by its
seven-physical-qubit encoded version, followed by a QEC
box. In this manner, level-k concatenation is promoted to
level-(k + 1) concatenation, for k = 0, 1, 2, . . .. The QEC
ability of each level of concatenation increases in a hier-
archical manner. For example, at level-2 concatenation,
every logical qubit is stored in 72 = 49 physical qubits
organized into two layers of protection, with the topmost
layer comprising seven blocks of seven physical qubits
each. Each block of seven physical qubits is protected
using the seven-qubit code; the seven blocks of qubits are
themselves protected by QEC in the second layer. This
logic extends to higher levels of concatenation.

The concatenation endows the overall computational
circuit with a recursive structure (see Fig. 2), a crucial
ingredient in the proof of the quantum accuracy thresh-
old theorem. The increase in computational resource as
the concatenation level grows is beneficial only if the
increased noise due to the larger circuit is less than the
increased ability to remove errors. This leads to the con-
cept of a fault-tolerance threshold condition. The quan-
tum accuracy threshold theorem gives a prescription for

increasing the accuracy of quantum computation with no
more than a polynomial increase in resources, provided
that the physical error probability is below a threshold
level. Specifically, for the FTQC scheme of Ref. [7], the
error probability per logical gate at level-k concatenation
is upper bounded by

p (k) = 1
B

(Bη)2k
. (1)

Here, η is the physical error probability and p (0) = η. B
is a numerical constant, determined by the fault-tolerance
scheme, that captures the increase in complexity (number
of physical components) of the circuit used to implement a
single logical gate as one increases k for increased protec-
tion. Equation (1) expresses quantitatively the idea of the
accuracy threshold theorem: as long as

η <
1
B

≡ ηthres, (2)

p (k) decreases as k increases. Equation (2) is the thresh-
old condition, i.e., the physical error probability η in the
quantum computer has to be below the threshold level
ηthres for FTQC to work. The number of physical gates
in the circuit that implements the level-k logical gate is
G(k) = A (A′)k−1, where A′ and A are integers given by
circuit details; the well-known scheme of Ref. [7] has
A = 575 and A′ = 291 [31]. From A and A′, one counts
the number of fault locations, B. A simple overestimate of
the integer B is

(A
2

) � 105, with a more careful counting
giving an improved value of B � 104 [7].

The quantum accuracy threshold theorem [2–8] shows
that a double-exponential decrease in p (k) with k can be
achieved with only an exponential increase in resources,
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FIG. 2. The accuracy of a quantum computation can be
increased by a FTQC scheme that makes use of concatenation
and recursive simulation. Circuits are designed to be hierar-
chical, with high-level gate components built from lower-level
components in a self-similar manner.
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giving the no-more-than-polynomial increase in resource
costs claimed in the accuracy threshold theorem. The
theorem assumes that the value of η, the physical error
probability, remains constant even as the level of concate-
nation k increases. However, as mentioned, as k increases
and the physical size of the computer grows, current exper-
iments suggest that η also increases. Our goal here is thus
to examine how the conclusions on quantum accuracy are
modified if η grows with k. Then it is intuitively clear that
as k is increased in an attempt to reduce the logical error
probability, the underlying noise per physical component
increases to thwart that reduction. We will see that there
is a maximum k beyond which further concatenation only
serves to worsen the computational accuracy.

III. EFFECT OF SCALE-DEPENDENT NOISE

We examine the consequences of a k-dependent phys-
ical error probability η(k), illustrating it first with a toy
model, before analyzing the more realistic situation where
a constraint on the total resource available for the compu-
tation leads to a shrinking amount of resource per physical
gate as the computer scales up. The general effect of a k-
dependent physical error probability can be summarized
in the schematic of Fig. 3. We also show how to obtain
the maximum computational accuracy available for a given
model of scale-dependent error.

A. Toy model

We first illustrate this with a simple model in which
η(k) = η(0)(1 + ck), for k = 0, 1, 2, . . ., where η(k) is the
physical error probability per gate in a computer large
enough to perform level-k concatenation. Here, c ≥ 0 and
η(0) ≥ 0 are constants governed by the physical system in
question. Although this is a toy model, one can think of it
as the affine approximation of any η(k) function with weak
k dependence, expanded about η(k) = η(0) (see also the
long-range noise with z = d in Table I of the Supplemental
Material [32]). For this η(k), Eq. (1) gives

p (k) = 1
B

[
Bη(0)(1 + ck)

]2k
= p (k)

0 (1 + ck)2k
. (3)

Here, we define

p (k)
0 ≡ 1

B
(
Bη(0)

)2k
, (4)

which would be the value of the error probability per log-
ical gate if the error probability per physical gate were
k independent. If c = 0, p (k)/p (k−1) = p (k)

0 /p (k−1)

0 < 1 as
long as η(0) < 1/B, as in Eq. (2); if c > 0, the multiplica-
tive factor (1 + ck) grows with k so, eventually, p (k+1) >

p (k) for k beyond some kmax value. Figure 4(a) shows an
example of how p (k) varies as k increases, for different c
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FIG. 3. The black dotted curves are a schematic of the con-
ventional situation, where the physical error probability η is
independent of the scale—the concatenation level k— of the
computer. The red solid curves are a schematic of the consid-
eration in this work, where η grows with k (each red curve is
for a different value of p (0) ≡ η). If η is k independent, standard
FTQC analysis says that the error per logical gate p (k) can be
brought as close to 0 as desired by increasing k, provided that
one starts below the threshold (solid horizontal line) at k = 0.
If η depends on k, even if one starts below the threshold, p (k)

eventually turns around for large enough k. p (k) cannot reach 0;
there is a maximum concatenation level and a further increase in
k only increases the logical error. All examples in this work have
at most one minimum in each red curve but, in general, there can
be multiple minima.

values. As long as c > 0, p (k) decreases (if at all) before
rising again, above some kmax value.

Corresponding to this maximum useful level of concate-
nation, kmax, is the minimum attainable error probability,
pmin ≡ p (kmax), giving the limit to computational accuracy
attainable for given values of c and Bη(0), quantities that
give information about the noise scaling and the fault-
tolerance overheads. Figure 4(b) shows the kmax values
for different c and Bη(0) values [cf. Fig. 3(b)]. Clearly,
kmax decreases as c grows (stronger k dependence). Current
experiments have Bη(0) � 1; for example, the IBM Quan-
tum Experience system has η(0) � 10−3, giving Bη(0) �
10 for B = 104. In near- to middle-term experiments, we
expect Bη(0) to not be far below 1, i.e., the error probabil-
ity is just below the c = 0 threshold value [see Eq. (2)].
In this case, Fig. 4(b) suggests that one quickly loses the
advantage of concatenating to higher levels even for small
c values. In fact, for encoding to be helpful at all, i.e.,
for k = 1, we must have p (1) = B[η(0)]2(1 + c)2 < p (0) =
η(0), which in turn requires

c <
1

√
Bη(0)

− 1. (5)
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FIG. 4. (a) An example of how p (k) varies as the concatenation
level k increases, for the affine model with c = 0 (lightest color),
0.5, 1, . . . , 10 (darkest color), B = 104, and η(0) = 5 × 10−6, for
which Bη(0) = 0.05, far below the threshold for c = 0. All
curves, apart from that for c = 0, turn around for large enough
k. (b) The maximum k value, kmax, such that p (k+1) < p (k), with
p (0) ≡ η(0), the unencoded error probability, for different val-
ues of Bη(0) < 1 and c ∈ {0, 0.1, 0.2, . . . , 10}. In every case, kmax
eventually falls to zero for large enough c, i.e., it is better to have
no encoding.

If Bη(0) = 0.8, say, this amounts to the requirement that
c � 0.1, so that a very weak dependence on k is necessary
for even one level of encoding to help at all in reducing the
error probability.

B. General case

More generally, consider the physical error probabil-
ity growing as a monotonic function of k: η(k) = η(0)f (k),
with f (k) ≥ 1 monotonically growing with k and f (0) =
1. Then, the error probability per logical gate is p (k) =
p (k)

0 f (k)2k
, where Eq. (4) gives p (k)

0 . Treating k as a con-
tinuous variable, let us assume there is only one minimum,
which we define as k = kst (with “st” for stationary point).
Then the minimal attainable error will occur at an integer
kmax, which is one of the two integers nearest to the mini-
mum kst, so the minimal error will occur at kmax ≤ kst + 1.
If there are multiple minima, we define kst as the minimum

with the largest k. A priori, we do not know which mini-
mum will be the best but we still know that kmax ≤ kst + 1.
Combining this with a little algebra for kst yields

kmax < 1 + f −1
(

1
Bη0

)
, (6)

with f −1(·) the inverse of f (·). If f (k→∞) is finite,
p (k) can be made arbitrarily small only if η(0) < [Bf (k→
∞)]−1. However, in many cases (such as the above toy
model and the example in the following section), one has
f (k→∞)→∞. Then, the minimum p (k) will occur at
finite kmax, no matter how small η(0) is. In this case, one
can never attain arbitrarily small logical error probability
by concatenating further.

IV. EXAMPLES OF RESOURCE CONSTRAINTS

We now give examples of how specific physical-
resource constraints can lead to the scale-dependent noise
discussed in the previous section. In the first example,
the constraints lead to a scale-dependent local noise on
each physical component, so the above theory applies
directly. In the second example, the constraints lead to
scale-dependent crosstalk between qubits, which can be
mapped to the above theory, using a mapping in Refs.
[20,25].

A. Resource constraints affecting local noise

This section considers local noise on each qubit η(k)

scaling with a total number of physical components N (k)
that grows exponentially with k. Let us assume that adding
a level of concatenation involves replacing each physical
component by D physical components, so N (k) = Dk. For
the noise, we take η(k) ∝ N (k)β for some positive constant
exponent β, so

η(k) = η(0)Dβk. (7)

There could be various origins for such a scaling. A com-
mon one is total resource constraint. One expects the
resources needed to maintain a given quality of physical
gate operations to scale with N , so a constraint on the
total available resource will result in a fall in the resource
per physical component as the computer scales up. This
gives a consequential drop in the quality of the gate or,
equivalently, a rise in the physical error probability η.

The error probability per logical gate is then p (k) =
p (k)

0 Dβ2kk, where Eq. (4) gives p (k)
0 . Going from (k − 1) to

k levels of concatenation reduces the logical error proba-
bility when p (k)

/
p (k−1) < 1. This is satisfied for the model

of Eq. (7) only when k ≤ kmax, where kmax is the largest
positive integer satisfying (see Sec. A of the Supplemental
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Material [32])

kmax < − ln
(
Bη(0)Dβ

)/
ln

(
Dβ

)
. (8)

If no positive integer kmax satisfies this inequality, then
kmax = 0 and concatenation is not useful at all. This is
because concatenation is useful only if p (1) < η(0), which
requires

η(0) < B−1D−2β . (9)

This is often a much more stringent condition than η(0) <

ηthres in Eq. (2). For example, if the noise scales with the
number of gates in a concatenated FTQC scheme, we can
take N (k) = G(k) ≡ A(A′)k−1 [see the paragraph following
Eq. (2) above]. This means that we set D = A′, where A′ =
291 as in Ref. [7]. One sees that, for β = 1, concatenation
is useful only if η(0) < B−1A−2 ∼ 10−9, which is 105 times
smaller than the usual threshold ηthres.

This condition is so stringent because D is so large. If the
noise scales with a different physical parameter (number of
qubits, number of wires, or similar), the value of D will be
different but it will still typically be large. Equation (9) then
makes it clear that the larger D is for a given parameter, the
more important it is to minimize the scaling of the noise
with that parameter (i.e., to minimize β).

The minimal attainable error probability per logical gate
is given by taking k = kmax in the above formula for p (k).
For fixed system parameters (D, B, η0, β), this p (kmax) is
easily found by taking p (k) for different integers k to see
which is smallest. However, to see its dependence on those
parameters, Sec. A of the Supplemental Material [32] gives
algebraic formulas for upper and lower bounds on p (kmax).

B. Resource constraints affecting crosstalk

A common problem in existing prototype quantum com-
puters is crosstalk between qubits. This is an example of
a more general problem of nonlocal non-Markovian noise,
usually called long-range correlated noise. To treat this, we
follow Refs. [20,25] and define Hij as the arbitrary (and
potentially noisy) unwanted interaction between physical
qubits i and j . This interaction could be direct or it could
be mediated by other degrees of freedom (which one traces
out). In the latter case, it could be non-Markovian, meaning
that it can account for interactions mediated by sub-Ohmic,
Ohmic, or super-Ohmic baths [33]. One then defines the
error strength

� = max
i

( N∑

j =1

||Hij ||
)

(10)

for a computer containing N physical qubits. References
[20,25] have shown that t0� is a good measure of the error

per gate, where t0 is the duration of the slowest physi-
cal gate, although it should not be interpreted directly as
the error probability per gate; see, e.g., Ref. [34]. They
have then shown that fault tolerance holds when t0� <

(2e2+1/eB2)−1 ∼ 10−9 for N → ∞.
Here, in contrast, we consider cases where � diverges

for N → ∞, violating the condition for fault tolerance in
Refs. [20,25]. This growth of � with N will often occur
due to resource constraints. A simple example would be
a constraint on the physical volume of the quantum com-
puter, which is a current limitation in qubit technologies
based on ion traps [35]. Then the density of qubits must
scale like N . If each qubit has unwanted interactions with
all other qubits within a given radius, one would have
� ∝ N . A second example—relevant to multiple tech-
nologies—is a bandwidth constraint, i.e., a limit on the
available range of transition frequencies of the qubits. This
is particularly a problem for existing superconducting and
ion-trap qubit technologies. There, each two-qubit gate
corresponds to a different transition frequency and a given
gate is performed by sending a driving signal (typically a
microwave signal) into the quantum computer with the fre-
quency of that gate. This means that the driving signal for
a two-qubit gate between qubits n and m will also cause
an unwanted interaction Hij for pairs of qubits i and j with
frequencies too close to that for n and m [36]. In some tech-
nologies, all qubits feel the driving signal. The number of
qubits suffering this unwanted interaction then grows with
the number of qubits in any given window of transition
frequencies, which grows like N . In this case, � ∝ N . Of
course, clever engineering may well reduce the scaling of
� with N , so we prefer to consider � ∝ Nβ with some β

[37].
We now study how the physics depends on the scaling

of � with N . By taking � ∝ Nβ , we have � ∝ Dβk for
k levels of concatenation, where the number of physical
qubits increases by a factor of D with each level of con-
catenated error correction. We then use the method of Refs.
[20,25], which involves taking all results in Sec. III above
and replacing η(k) by e1+1/(2e)√2t0�, where t0� ∝ Dβk

(see Sec. B of the Supplemental Material [32]). Defining
�

(k)
L as the upper bound on effective long-range correlated

noise between logical qubits performing a given algorithm
with k levels of concatenation, Sec. B of the Supplemental
Material [32] shows that

t0�
(k)
L =

(
2e2+1/eB2t0�(0)

)2k

2e2+1/eB2 Dβ2kk. (11)

Here, �(0) is the magnitude of the long-range noise
between physical qubits performing the same algorithm
without error correction (so its logical qubits are its phys-
ical qubits). Equation (11) gives an overestimate of the
true error, but no better bound exists at present. Thus the k
that minimizes this bound gives the best existing bound on
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the achievable accuracy in the presence of such noise. For
example, if �(0) is the crosstalk between physical qubits
in a computer performing a given calculation without error
correction, then �

(k)
L is an upper bound on the crosstalk

between logical qubits in a computer performing the same
calculation with k levels of concatenation. Since Eq. (11)
has the same k dependence as in Sec. IV A, all results there
and in Sec. A of the Supplemental Material [32] hold for
this long-range noise, upon replacing B by 2e2+1/eB2. As
a quick estimate, one can set D ∼ A′ = 291 as done in
the local-noise example; a more careful calculation [38]
confirms that D is of order A′.

The good news is that this shows that error correction
can reduce errors to a certain extent, even for noise too long
ranged to have a fault-tolerance threshold. The bad news is
that one requires t0�(0) <

[
2e2+1/eB2D2β

]−1 for error cor-
rection to be useful in reducing crosstalk between qubits.
This is always tiny: it is of order 10−9 for small β and
of order 10−13 for β = 1. If one achieves noise as weak as
this, one can already do huge quantum calculations without
worrying about errors.

In this section, we treat scale-dependent crosstalk
induced by resource constraints but our conclusions apply
to long-range correlated noise of any origin. One example
is unwanted long-range interactions, which decay with the
distance r between qubits i and j , so that Hij ∝ (1/r)z. Ref-
erence [20] has considered this example in a d-dimensional
lattice of qubits for z > d but we treat longer-ranged noise
(z ≤ d) in Sec. B of the Supplemental Material [32], for
which � ∝ N (1−z/d). This example is then the same as
those treated above, with β = (1 − z/d).

C. Energy constraint for resonant gates performing
Shor’s algorithm

As a concrete example of the situation described in
Sec. IV A (with β = 1), we examine a resource constraint
in a specific type of quantum gate implementation, per-
forming a specific quantum algorithm. We take the gate
implementation to be resonant qubit gates and assume that
there are limited energy resources available to perform
a given computation (see also a related early analysis in
Ref. [29]). We take the desired computation to be Shor’s
algorithm and investigate how big a computation can be
performed (with a given calculational accuracy) when
there are limited energy resources.

We consider qubits embedded in waveguides, i.e., a
continuum of electromagnetic modes prepared at zero tem-
perature. Gates are activated by resonant propagating light
pulses with a well-defined average energy or, equiva-
lently, an average photon number ng [see Fig. 5(a)]. This
describes the situation in superconducting circuits [39,40]
and integrated photonics [41]. It is also the paradigm of
quantum networks and light-matter interfaces, with suc-
cessful implementations in atomic qubits [42]. Here, we
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FIG. 5. (a) A qubit-in-waveguide schematic: the photon pulse
for gate operations. (b) kmax as a function of number of photons
per logical gate nL = ntot/R2 (see text). (c) The lowest possi-
ble error per logical gate p (kmax) as a function of nL = ntot/R2,
for Shor’s factoring algorithm. The horizontal red dashed lines
correspond to the different target (perr) values for different R
values.

maximize the accuracy of a computation for a given energy
constraint. Then, by inverting the logic, we use this to
find the minimal energy budget necessary to realize a
specific computation with desired accuracy. For our illus-
trative goals, we treat only single-qubit gates subjected to
noise from spontaneous emission. In doing so, we neglect
dephasing noise. While this is a fair approximation for
atomic qubits, it is more demanding for solid-state qubits
but within eventual reach of superconducting circuits and
spin qubits.

The dynamics of the qubit follow the Lindblad equation,
ρ̇ = −(i/�)[H(t), ρ] + D(ρ), with the total Hamiltonian
H(t) = H0 + HD(t). Here, H0 ≡ −(1/2)�ω0σz is the bare
Hamiltonian of the qubit, with σz ≡ |0〉〈0| − |1〉〈1|. We
assume that the gates are designed as resonant driving,
in the rotating-wave approximation (RWA), described by
the Hamiltonian HD(t) ≡ (�/2)�h(t)

(|0〉 〈1| eiω0t + |1〉
〈0|e−iω0t

)
, with the Rabi frequency � � ω0. We take h(t)
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as a square function, nonzero only for the duration of the
gate: h(t) = 1 for t ∈ [0, τ ] and 0 otherwise. The unitary
evolution induced by this Hamiltonian is a rotation around
the x axis of the Bloch sphere by an angle θ = �τ . This
rotation is our single-qubit gate. In addition, the Lindblad
dissipator D(ρ) ≡ γ [σ−ρσ+ − (1/2){ρ, σ+σ−}] accounts
for the spontaneous emission in the waveguide. Here,
σ− ≡ |0〉〈1| is the lowering operator, σ+ = σ

†
− = |1〉〈0|

the raising operator, and γ the spontaneous emission rate.
Note that � and γ are not independent, typical of

waveguide quantum electrodynamics, where the driving
and the relaxation take place through the same one-
dimensional electromagnetic channel. Spontaneous emis-
sion events while the driving Hamiltonian is turned on
cause errors in the gate implementation. Their impact is
reduced if the qubit is driven faster, i.e., if the Rabi fre-
quency is larger. Conversely, the Rabi frequency is related
to the mean number of photons inside the driving pulse
through � = (4γ /θ)ng (see Sec. C of the Supplemental
Material [32]). In principle, pulses containing more pho-
tons induce better gates, with perfect gates for an infinite
number of photons. However, if one designs the gates to
work within RWA (to avoid the complicated pulse-shaping
issues that come with finite counter-rotating terms), then
there cannot be too many photons: ng � ω0/γ . Then, the
remnant noise, for a θ = π gate, has physical error prob-
ability (see Sec. C of the Supplemental Material [32])
η = (π2/16)(1/ng), with a minimal noise of order γ /ω0.

We now assume a constraint on the total number of pho-
tons ntot available to run the whole computation. As we
show below, taking this constraint into account allows us
to minimize the resource needed, for a target level of tol-
erable computational error. At level-k concatenation, the
number of physical gates needed to implement a compu-
tation with L (logical) gates is LG(k) = LAk. Assuming a
distinct pulse for each gate, the number of photons avail-
able per physical gate, given the total energetic constraint,
is ng = ntot(LAk)−1. Thus, the physical error probability for
the θ = π gate acquires an exponential k dependence:

η(k) = π2

16
LAk

ntot
. (12)

Thus this is a concrete example corresponding to the β = 1
case in Eq. (7) above.

To better grasp the consequences of this k-dependent
η, which we take as the generic behavior for all gates,
we consider carrying out Shor’s factoring algorithm [43].
Shor’s factoring algorithm is touted as the reason why
the RSA public-key encryption system will be insecure
when large-scale quantum computers become available.
The current RSA key length is R = 2048 bits. The expo-
nential speed-up of Shor’s algorithm over known classical
methods comes from the fact that we can do the discrete
Fourier transform on an R-bit string using O(R2) gates

on a quantum computer (see, e.g., Ref. [10]), compared
to O(R2R) gates on a classical computer. The discrete
Fourier transform gives a period-finding routine within
the factoring algorithm, the only step that cannot be done
efficiently classically. Thus, to run Shor’s algorithm, one
needs L ∼ R2 nonidentity logical quantum gates for the
discrete Fourier transform. The exact number of computa-
tional gates, including the identity gate operations, which
can be noisy, for the full Shor’s algorithm depends on the
chosen circuit design and architecture. We will take the
lower limit of L ∼ R2 in what follows. The concatenation
values we find below are thus likely optimistic estimates.

A standard strategy is to demand that the computation
runs correctly with probability Ptarget > 1/2; once this is
true, the computation can be repeated to exponentially
increase the success probability toward 1. For Ptarget =
2/3, with L logical gates, each with error probability
perr (� 1), we require (1 − perr)

L > Ptarget = 2/3, giving
a target error probability per logical gate of perr � (3L)−1.

Figure 5(b) presents kmax, the maximum concatenation
level, as an increasing function of the photon budget per
logical gate nL = ntot/R2 (approximately ntot/L) (note that
nL = G(k)ng = Akng). For fixed total resource, in this case,
the photon budget per logical gate, as the concatenation
level increases, the available photon count per physical
component falls and we recover the behavior observed
in earlier sections, giving a finite kmax and, consequently,
a limit to the computational accuracy. The solid bold
black line in Fig. 5(c) gives the corresponding minimum
attainable error per logical gate as a function of nL.

V. MINIMIZING THE RESOURCE COSTS OF AN
ALGORITHM

One can turn our results for resource constraints around,
to enable us to answer the following question: What are
the minimum resources needed for a target computational
accuracy, sufficient for a given problem?

As an illustration, we answer this question for Shor’s
algorithm for an R-bit string in Sec. IV C. The number of
gates in the algorithm grows with R, requiring a smaller perr
for the algorithm to be successful. This demands a larger
photon budget to implement the algorithm using resonant
gates. For the parameters in Fig. 5(c), R = 103 requires
no concatenation and the minimum photon budget is nL =
106; for R = 105, we need k = 1 and nL = 109; for R =
107, we need k = 2 and nL = 1011. Recall that the gates
are assumed to be designed within the RWA; hence ω0 �
γ ng . For R = 103, this translates to the condition ω0 �
γ ng = γ nL/A0 = 107γ ; for R = 107, we need ω0 � 106γ

for A = 575 (this A is from Ref. [7]). These conditions
are attained for atomic qubits. They are within reach of
future generations of superconducting qubits, where γ ∼
10 Hz for qubit frequency ω0 ∼ 10 GHz. Today, the best
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coherence time for a superconducting qubit is within the
millisecond range: γ ∼ 1 kHz [44,45].

Our analysis also provides an estimate of the energy
needed to run the gates involved in Shor’s algorithm,
namely, Etot ∼ �ω0LnL(R). For R = 103, with the above
photon budget of 106, this translates into Etot ∼ 1 pJ. Tak-
ing into account the parallelization of the computation
(see Sec. D of the Supplemental Material [32]), this cor-
responds to a typical power consumption of about 1 pW,
while the R = 107 case requires only 10 nW of power.

Thus for a realistic constraint on the photon power to
perform quantum gate operations, error correction would
allow one to perform large quantum computations. This
is a surprising and positive conclusion, when one consid-
ers that the constraint causes scale-dependent errors for
which there is no fault-tolerance threshold. It clearly shows
that the absence of a threshold is not necessarily a sig-
nificant impediment to using error correction in quantum
computing.

Above, we calculated the energy of photons arriving at
the qubits for a gate operation. However, that energy is a
fraction of the energy for signal generation, because there
is typically an attenuator between the signal generator and
the qubit. The job of this attenuator is to absorb ther-
mal photons to avoid perturbing the qubit. However, this
means that it also absorbs most of the photons in the signal
sent to perform the gate operation. To calculate the signal-
generation energy from the above discussion, one must
multiply those results by the attenuation factor. Unfortu-
nately, the attenuation depends on design choices beyond
the discussion here (such as the temperature at which the
signal generation occurs). Furthermore, there is a large
cryogenic energy budget for keeping the qubits and atten-
uators cool, which depends on the photon energy absorbed
by the attenuator. Elsewhere [38], we will perform a full
energetic optimization of all of these interlinked compo-
nents, along with other critical components of a quantum
computer, in a full-stack analysis of a large-scale quantum
computer.

Nevertheless, the above example does show that the fun-
damental ingredient in the minimization of energy, or any
other resource, is the calculation of the scale dependence of
the noise that occurs when that resource is constrained. To
go from this to a full-stack analysis is largely an issue of
optimizing cryogenics, control circuitry (including signal
generation), and the quantum algorithm for the calculation
in question.

VI. CONCLUSIONS

Many quantum computing technologies currently
exhibit physical gate errors that grow with the size and
complexity of the quantum computer. Standard fault-
tolerance discussions do not apply in such situations and
no rigorous threshold exists. Despite this, we show that a

certain amount of error correction can increase compu-
tational accuracy but that this accuracy decreases again
with too much error correction. We show how to find the
amount of error correction that optimizes this accuracy. For
concreteness, we consider fault tolerance based on con-
catenated seven-qubit codes here. However, our approach
could be applied to other fault-tolerance schemes, includ-
ing the currently popular surface codes [46], where we also
expect scale dependence of noise on physical components
to lead to situations where a little error correction is good
but too much is bad.

We explore the optimization of computational accu-
racy in the presence of resource constraints, whereby the
resources per physical component go down as the number
of components grows. We do this in increasing levels of
practical relevance, from a simple toy example, to physi-
cal qubits in waveguides. We identify some cases, such as
reasonable energy constraints for gate operations, where
optimization gives a maximum accuracy good enough for
large quantum computations. In other cases, such as vol-
ume or bandwidth constraints causing long-range crosstalk
between qubits, error correction is only useful against
such crosstalk when the error strength per physical gate
is already so small (ranging from 10−9 to 10−13) that one
could perform huge quantum computations without any
error correction.

Our analysis suggests three priorities for experimenters
working toward useful quantum computers: (1) that they
should try to characterize the scale dependence of the
errors for their technology; (2) that they should strive
to make this scale dependence as weak as possible; and
(3) that they should reduce the physical error probabil-
ity significantly below the standard threshold. Point (3) is
necessary for standard fault tolerance to work well but it
becomes critical when errors are scale dependent. In this
context, the optimization in this work will enable experi-
menters to see the size of quantum computation that can be
achieved with their error magnitude and scale dependence.
In our upcoming work [38], we further address these points
through a full-stack model of a quantum computer build
from the theory presented here.

ACKNOWLEDGMENTS

This work is supported under the Merlion Pro-
gramme (Project No. 7.06.17) and by the Agence
Nationale de la Recherche under the program “Investisse-
ments d’avenir” (ANR-15-IDEX-02) and the “Labo-
ratoire d’Excellence” (Labex) “Laboratoire d’Alliances
Nanosciences—Energies du Futur” (LANEF). H.K.N.
acknowledges support by a Centre for Quantum Tech-
nologies (CQT) Fellowship. CQT is a Research Centre
of Excellence funded by the Ministry of Education and
the National Research Foundation of Singapore. “Quantum
Large-Scale Integration with Silicon” (QLSI), the project

040335-9



MARCO FELLOUS-ASIANI et al. PRX QUANTUM 2, 040335 (2021)

leading to these results, has received funding from the
European Union’s Horizon 2020 research and innovation
program under Grant Agreement No. 951852.

[1] F. Arute et al., Quantum supremacy using a programmable
superconducting processor, Nature 574, 505 (2019).

[2] P. W. Shor, in Proceedings of 37th Conference on Founda-
tions of Computer Science (1996), p. 56, arXiv:quant-ph/
9605011.

[3] A. Yu. Kitaev, Quantum computations: Algorithms and
error correction, Russian Math. Surveys 52, 1191 (1997).

[4] D. Gottesman, Ph.D. thesis, California Institute of Technol-
ogy (1997).

[5] E. Knill, R. Laflamme, and W. H. Zurek, Resilient quantum
computation: Error models and thresholds, Proc. R. Soc.
London. Ser. A: Math. Phys. Eng. Sci. 454, 365 (1998).

[6] J. Preskill, Reliable quantum computers, Proc.: Math. Phys.
Eng. Sci. 454, 385 (1998).

[7] P. Aliferis, D. Gottesman, and J. Preskill, Quantum accu-
racy threshold for concatenated distance-3 codes, Quantum
Info. Comput. 6, 97 (2006).

[8] D. Aharonov and M, Ben-Or, Fault-tolerant quantum com-
putation with constant error rate, SIAM J. Comput. 38,
1207 (2008).

[9] D. Gottesman, in Proceedings of Symposia in Applied
Mathematics: Quantum Information Science and Its Con-
tributions to Mathematics, edited by Samuel J. Lomonaco
Jr. (American Mathematical Society, 2010), Vol. 68, p. 13,
Eprint arXiv:0904.2557.

[10] M. A. Nielsen and I. L. Chuang, Quantum Computa-
tion and Quantum Information: 10th Anniversary Edition
(Cambridge University Press, Cambridge, UK, 2010).

[11] R. Raussendorf, Key ideas in quantum error correction,
Philos. Trans. Royal Soc. A 370, 4541 (2012).

[12] S. J. Devitt, W. J. Munro, and K. Nemoto, Quantum error
correction for beginners, Rep. Prog. Phys. 76, 076001
(2013).

[13] D. K. Tuckett, S. D. Bartlett, S. T. Flammia, and B. J.
Brown, Fault-Tolerant Thresholds for the Surface Code in
Excess of 5% under Biased Noise, Phys. Rev. Lett. 124,
130501 (2020).

[14] B. J. Brown, A fault-tolerant non-Clifford gate for the
surface code in two dimensions, Sci. Adv. 6, eaay4929
(2020).

[15] J. Pablo Bonilla Ataides, D. K. Tuckett, S. D. Bartlett, S. T.
Flammia, and B. J. Brown, The XZZX surface code, Nat.
Commun. 12, 1 (2021).

[16] A. G. Fowler, M. Mariantoni, J. M. Martinis, and A. N. Cle-
land, Surface codes: Towards practical large-scale quantum
computation, Phys. Rev. A 86, 032324 (2012).

[17] C. Monroe and J. Kim, Scaling the ion trap quantum
processor, Science 339, 1164 (2013).

[18] J. Ikonen, J. Salmilehto and M. Möttönen, Energy-efficient
quantum computing, Npj. Quantum Inf. 3, 17 (2017).

[19] B. M. Terhal and G. Burkard, Fault-tolerant quantum com-
putation for local non-Markovian noise, Phys. Rev. A 71,
012336 (2005).

[20] D. Aharonov, A. Kitaev, and J. Preskill, Fault-Tolerant
Quantum Computation with Long-Range Correlated Noise,
Phys. Rev. Lett. 96, 050504 (2006).

[21] E. Novais and H. U. Baranger, Decoherence by Correlated
Noise and Quantum Error Correction, Phys. Rev. Lett. 97,
040501 (2006).

[22] E. Novais, E. R. Mucciolo, and H. U. Baranger, Hamilto-
nian formulation of quantum error correction and correlated
noise: Effects of syndrome extraction in the long-time limit,
Phys. Rev. A 78, 012314 (2008).

[23] P. Aliferis and J. Preskill, Fault-tolerant quantum com-
putation against biased noise, Phys. Rev. A 78, 052331
(2008).

[24] H. K. Ng and J. Preskill, Fault-tolerant quantum compu-
tation versus Gaussian noise, Phys. Rev. A 79, 032318
(2009).

[25] J. Preskill, Sufficient condition on noise correlations for
scalable quantum computing, Quant. Inf. Comput. 13, 181
(2013).

[26] E. Novais and E. R. Mucciolo, Surface Code Threshold
in the Presence of Correlated Errors, Phys. Rev. Lett. 110,
010502 (2013).

[27] A. G. Fowler and J. M. Martinis, Quantifying the effects
of local many-qubit errors and nonlocal two-qubit errors on
the surface code, Phys. Rev. A 89, 032316 (2014).

[28] P. Jouzdani, E. Novais, I. S. Tupitsyn, and E. R. Mucciolo,
Fidelity threshold of the surface code beyond single-qubit
error models, Phys. Rev. A 90, 042315 (2014).

[29] J. Gea-Banacloche, Some implications of the quantum
nature of laser fields for quantum computations, Phys. Rev.
A 65, 022308 (2002).

[30] A. M. Steane, Error Correcting Codes in Quantum Theory,
Phys. Rev. Lett. 77, 793 (1996).

[31] Both A and A′ are independent of the nature of the errors and
so independent of the system size. The integer A′ = 291 is
the number of physical gate operations in the “Rec” of a
controlled-NOT (CNOT) and A = 575 is the number in its
“exRec.” “Rec” is the encoded CNOT plus the following
QEC box, while “exRec” is the encoded CNOT plus the
preceding and following QEC boxes (see Ref. [7]).

[32] See the Supplemental Material at http://link.aps.org/supple
mental/10.1103/PRXQuantum.2.040335 for technical
details on various aspects of this work. These include
bounds on p (kmax), calculations for long-range correlated
noise, specifics of resonant qubit gates, and a discussion of
the energetic bill for running an algorithm.

[33] One simply requires that the bath spectrum has cut-offs that
ensure that ||Hij || is not divergent.

[34] P. Aliferis, in Quantum Error Correction (Cambridge Uni-
versity Press, Cambridge, United Kingdom, 2013), p. 126.
Section 5.2.3.1 reviews the meaning of the error strength
for local non-Markovian noise; a similar argument applies
for long-range correlations [20].

[35] More generally, volume constraints will naturally occur for
any technology requiring two-qubit gates between arbitrary
qubits, if such gates become inaccurate at long distances.

[36] This mechanism would also mean that single-qubit gates
cause local noise on other qubits with nearby frequencies.
This has an effect as in Sec. IV A, so we do not consider it
further here and we focus on the effect of Hij .

040335-10

https://doi.org/10.1038/s41586-019-1666-5
https://arxiv.org/abs/quant-ph/9605011
https://doi.org/10.1070/RM1997v052n06ABEH002155
https://doi.org/10.7907/rzr7-dt72
https://doi.org/10.1098/rspa.1998.0166
https://doi.org/10.1098/rspa.1998.0167
https://doi.org/10.1137/S0097539799359385
https://arxiv.org/abs/0904.2557
https://doi.org/10.1098/rsta.2011.0494
https://doi.org/10.1088/0034-4885/76/7/076001
https://doi.org/10.1103/PhysRevLett.124.130501
https://doi.org/10.1126/sciadv.aay4929
https://doi.org/10.1038/s41467-020-20314-w
https://doi.org/10.1103/PhysRevA.86.032324
https://doi.org/10.1126/science.1231298
https://doi.org/10.1038/s41534-017-0015-5
https://doi.org/10.1103/PhysRevA.71.012336
https://doi.org/10.1103/PhysRevLett.96.050504
https://doi.org/10.1103/PhysRevLett.97.040501
https://doi.org/10.1103/PhysRevA.78.012314
https://doi.org/10.1103/PhysRevA.78.052331
https://doi.org/10.1103/PhysRevA.79.032318
https://doi.org/10.1103/PhysRevLett.110.010502
https://doi.org/10.1103/PhysRevA.89.032316
https://doi.org/10.1103/PhysRevA.90.042315
https://doi.org/10.1103/PhysRevA.65.022308
https://doi.org/10.1103/PhysRevLett.77.793
http://link.aps.org/supplemental/10.1103/PRXQuantum.2.040335


LIMITATIONS IN QUANTUM COMPUTING. . . PRX QUANTUM 2, 040335 (2021)

[37] For example, if driving signals do not affect all qubits
equally, machine-learning methods can be used to choose
qubit frequencies to minimize crosstalk [47], thereby reduc-
ing β.

[38] M. Fellous-Asiani et al., (to be published).
[39] P. Krantz, M. Kjaergaard, F. Yan, T. P. Orlando, S. Gus-

tavsson, and W. D. Oliver, A quantum engineer’s guide
to superconducting qubits, Appl. Phys. Rev. 6, 021318
(2019).

[40] B. Peropadre, J. Lindkvist, I.-C. Hoi, C. M. Wilson, J. J.
Garcia-Ripoll, P. Delsing, and G. Johansson, Scattering of
coherent states on a single artificial atom, New J. Phys. 15,
035009 (2013).

[41] P. Lodahl, S. Mahmoodian, and S. Stobbe, Interfacing
single photons and single quantum dots with photonic
nanostructures, Rev. Mod. Phys. 87, 347 (2015).

[42] A. Reiserer and G. Rempe, Cavity-based quantum networks
with single atoms and optical photons, Rev. Mod. Phys. 87,
1379 (2015).

[43] P. Shor, in 2013 IEEE 54th Annual Symposium on Foun-
dations of Computer Science (IEEE Computer Society, Los
Alamitos, California, USA, 1994), p. 124.

[44] M. Kjaergaard, M. E. Schwartz, J. Braumüller, P. Krantz,
J. I.-J. Wang, S. Gustavsson, and W. D. Oliver, Supercon-
ducting qubits: Current state of play, Annu. Rev. Condens.
Matter Phys. 11, 369 (2020).

[45] A. P. Sears, Extending Coherence in Superconducting
Qubits: From Microseconds to Milliseconds (Yale Univer-
sity, 2013).

[46] For such schemes, k will be replaced by the scale of the
error correction (i.e., a measure of the number of physi-
cal components in the error correction). Then one needs to
replace our Eq. (1) with a relation, or numerical estimate,
for the scaling of the logical error strength with k, which is
not yet available for some schemes.

[47] P. V. Klimov, J. Kelly, J. M. Martinis, and H. Neven, The
Snake Optimizer for Learning Quantum Processor Control
Parameters, arXiv:2006.04594 (2020).

040335-11

https://doi.org/10.1063/1.5089550
https://doi.org/10.1088/1367-2630/15/3/035009
https://doi.org/10.1103/RevModPhys.87.347
https://doi.org/10.1103/RevModPhys.87.1379
https://doi.org/10.1146/annurev-conmatphys-031119-050605
https://arxiv.org/abs/2006.04594

	I.. INTRODUCTION
	II.. ACCURATE QUANTUM COMPUTING
	III.. EFFECT OF SCALE-DEPENDENT NOISE
	A.. Toy model
	B.. General case

	IV.. EXAMPLES OF RESOURCE CONSTRAINTS
	A.. Resource constraints affecting local noise
	B.. Resource constraints affecting crosstalk
	C.. Energy constraint for resonant gates performing Shor's algorithm

	V.. MINIMIZING THE RESOURCE COSTS OF AN ALGORITHM
	VI.. CONCLUSIONS
	. ACKNOWLEDGMENTS
	. REFERENCES


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile ()
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 5
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    33.84000
    33.84000
    33.84000
    33.84000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    9.00000
    9.00000
    9.00000
    9.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A0648062706410642062900200644064406370628062706390629002006300627062A002006270644062C0648062F0629002006270644063906270644064A06290020064506460020062E06440627064400200627064406370627062806390627062A00200627064406450643062A0628064A062900200623064800200623062C06470632062900200625062C06310627062100200627064406280631064806410627062A061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0020064506390020005000440046002F0041060C0020062706440631062C062706210020064506310627062C063906290020062F0644064A0644002006450633062A062E062F06450020004100630072006F006200610074061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d044204380020043704300020043a0430044704350441044204320435043d0020043f04350447043004420020043d04300020043d043004410442043e043b043d04380020043f04400438043d04420435044004380020043800200443044104420440043e043904410442043204300020043704300020043f04350447043004420020043d04300020043f0440043e0431043d04380020044004300437043f0435044704300442043a0438002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b0020006e0061002000730074006f006c006e00ed006300680020007400690073006b00e10072006e00e100630068002000610020006e00e1007400690073006b006f007600fd006300680020007a0061015900ed007a0065006e00ed00630068002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006c006100750061002d0020006a00610020006b006f006e00740072006f006c006c007400f5006d006d006900730065007000720069006e0074006500720069007400650020006a0061006f006b00730020006b00760061006c006900740065006500740073006500740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003b303b903b1002003b503ba03c403cd03c003c903c303b7002003c003bf03b903cc03c403b703c403b103c2002003c303b5002003b503ba03c403c503c003c903c403ad03c2002003b303c103b103c603b503af03bf03c5002003ba03b103b9002003b403bf03ba03b903bc03b103c303c403ad03c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f006200650020005200650061006400650072002000200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005E205D105D505E8002005D405D305E405E105D4002005D005D905DB05D505EA05D905EA002005D105DE05D305E405E105D505EA002005E905D505DC05D705E005D905D505EA002005D505DB05DC05D9002005D405D205D405D4002E002005DE05E105DE05DB05D9002005D4002D005000440046002005E905E005D505E605E805D905DD002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV <FEFF005a00610020007300740076006100720061006e006a0065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0061007400610020007a00610020006b00760061006c00690074006500740061006e0020006900730070006900730020006e006100200070006900730061010d0069006d006100200069006c0069002000700072006f006f006600650072002000750072006501110061006a0069006d0061002e00200020005300740076006f00720065006e0069002000500044004600200064006f006b0075006d0065006e007400690020006d006f006700750020007300650020006f00740076006f00720069007400690020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006b00610073006e0069006a0069006d0020007600650072007a0069006a0061006d0061002e>
    /HUN <FEFF004d0069006e0151007300e9006700690020006e0079006f006d00610074006f006b0020006b00e90073007a00ed007400e9007300e900680065007a002000610073007a00740061006c00690020006e0079006f006d00740061007400f3006b006f006e002000e9007300200070007200f300620061006e0079006f006d00f3006b006f006e00200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002c00200068006f007a007a006f006e0020006c00e9007400720065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00610074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002c00200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002000e9007300200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c00200020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b007500720069006500200073006b00690072007400690020006b006f006b0079006200690161006b0061006900200073007000610075007300640069006e007400690020007300740061006c0069006e0069006100690073002000690072002000620061006e00640079006d006f00200073007000610075007300640069006e007400750076006100690073002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0074007500730020006b00760061006c0069007400610074012b0076006100690020006400720075006b010101610061006e00610069002000610072002000670061006c006400610020007000720069006e00740065007200690065006d00200075006e0020007000610072006100750067006e006f00760069006c006b0075006d0075002000690065007300700069006500640113006a00690065006d002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f3007700200050004400460020007a002000770079017c0073007a010500200072006f007a0064007a00690065006c0063007a006f015b0063006901050020006f006200720061007a006b00f30077002c0020007a0061007000650077006e00690061006a0105006301050020006c006500700073007a01050020006a0061006b006f015b0107002000770079006400720075006b00f30077002e00200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000700065006e007400720075002000740069007001030072006900720065002000640065002000630061006c006900740061007400650020006c006100200069006d007000720069006d0061006e007400650020006400650073006b0074006f00700020015f0069002000700065006e0074007200750020007600650072006900660069006300610074006f00720069002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043f044004350434043d04300437043d043004470435043d043d044b044500200434043b044f0020043a0430044704350441044204320435043d043d043e04390020043f043504470430044204380020043d04300020043d043004410442043e043b044c043d044b04450020043f04400438043d044204350440043004450020043800200443044104420440043e04390441044204320430044500200434043b044f0020043f043e043b044304470435043d0438044f0020043f0440043e0431043d044b04450020043e0442044204380441043a043e0432002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e00200020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f00620065002000500044004600200070007200650020006b00760061006c00690074006e00fa00200074006c0061010d0020006e0061002000730074006f006c006e00fd0063006800200074006c0061010d00690061007201480061006300680020006100200074006c0061010d006f007600fd006300680020007a006100720069006100640065006e0069006100630068002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e000d000a>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f0062006500200050004400460020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020006e00610020006e0061006d0069007a006e006900680020007400690073006b0061006c006e0069006b0069006800200069006e0020007000720065007600650072006a0061006c006e0069006b00690068002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF004d00610073006100fc0073007400fc002000790061007a013100630131006c006100720020007600650020006200610073006b01310020006d0061006b0069006e0065006c006500720069006e006400650020006b0061006c006900740065006c00690020006200610073006b013100200061006d0061006301310079006c0061002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043404400443043a04430020043d04300020043d0430044104420456043b044c043d043804450020043f04400438043d044204350440043004450020044204300020043f04400438044104420440043e044f044500200434043b044f0020043e044204400438043c0430043d043d044f0020043f0440043e0431043d0438044500200437043e04310440043004360435043d044c002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames false
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks true
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo true
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


