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Nucleosomes and their modifications often facilitate gene regulation in eukaryotes. Certain genomic regions
may obtain alternate epigenetic states through enzymatic reactions forming positive feedback between nucle-
osome states. This opens the possibility of a runaway process where the whole genome becomes uniformly
modified. How a system of nucleosome states maintains confinement is an open question. Here we explore a
family of stochastic dynamic models with combinations of read-write enzymes. We find that a larger number
of intermediate nucleosome states increases the robustness of linear spreading in models with only local
positive feedback reactions and the degree of bistability under conditions with at least one nonlocal feedback
reaction. Further, supplementing the positive feedback with one negative feedback acting over long distances
along the genome enables confinement of epigenetic, bistable regions. Our study emphasizes the importance of
determining whether each particular read-write enzyme acts only locally or between distant nucleosomes.
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I. INTRODUCTION

Chromatic regions can exhibit epigenetic cell memory by
adopting one of two stable states: transcriptionally silent het-
erochromatin and transcriptionally active euchromatin. Both
alternatives can pass on to the next generation without changes
in the underlying DNA sequence [1,2]. Modeling such epige-
netic regions revealed essential properties for bistability and
heritability like positive feedback of the modifying enzymes,
nonlocal interactions, and (implicit) cooperativity [3]. The ba-
sic model structure has been successfully modified to answer
different questions and to model nucleosome-mediated epige-
netics in various organisms, like in, e.g., Schizosaccharomyces
pombe [4–6], Saccharomyces cerevisiae [7], Plasmodium fal-
ciparum [8], Drosophila [9,10], Arabidopsis thaliana [11,12],
and embryonic stem cells [13,14].

Often bistable regions are short and show abrupt bound-
aries in ChIP-seq profiles of associated histone modifications.
Two examples of relatively small bistable regions are the two
mating-type regions HML and HMR (around 3 kb) in budding
yeast [15,16] and the FLC locus in A. thaliana (around six kB)
[11].

Other small, putative bistable regions are heterochromatic
islands in fission yeast. These facultative heterochromatic
regions have a characteristic size of around 3 kb and are
influenced by external factors like iron [17] or caffeine [18].
These factors have been shown to regulate the expression of
the putative demethylase Epe1 or Mst2.
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Although relatively large regions like the mating-type
region in S. pombe are very well characterized and have
been modeled extensively [4–6], mathematical modeling of
smaller regions has been scarce. In particular, determin-
ing how small regions can remain bistable and heritable
despite high direct modifications and noise levels remains
elusive.

In addition to more uniformly distributed blocklike ChIP-
seq profiles, many genomic regions exhibit a bell-shaped
pattern with a high central peak and increasingly lower mod-
ification levels at the periphery. The coexistence of these
distinct profiles suggests different modes of heterochromatic
spreading from the nucleation center, even though the same
proteins are often found at these different types of loci. More-
over, previous models often assume the region of interest to
be perfectly isolated from its surroundings.

Models where confinement of histone modifications arises
spontaneously only consider two states where one of the
states can spread from nucleation sites [19–22] and which
are not able to produce bistable behavior. That is, they
cannot hold the same region in a state with predominately
active nucleosome states or predominantly silent nucleosome
states for several generations. Rather, to achieve confinement,
these models strongly depend on (1) the permanent nucle-
ation of heterochromatic nucleosomes from nucleation sites;
(2) the assumption that only heterochromatic nucleosomes
can spread via a read-write mechanism while euchromatic
or unmodified nucleosomes do not spread but can only be
directly deposited by turnover, transcription and other pro-
cesses; (3) the assumption of the complete absence of direct
methylation outside nucleation sites; and (4) the ratio of het-
erochromatic spreading and turnover (direct deposition of eu-
chromatic nucleosomes) needs to be below a threshold value.

Other approaches include feedback between modifica-
tion dynamics and three-dimensional (3D) chromosome
folding [23–26] or explore possible effects of read-write en-
zymes that may act persistently along the chromosome [27].
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Noticeably, Refs. [22,25,26] also consider titration of limiting
factors involved in read-write enzyme activity as a possible
limitation for uncontrolled spreading in 3D chromosomes.
Although such large-scale limitations indeed are realistic [28],
they would be unable to explain confinement involving only a
fraction of a chromosome.

Our Results section is subdivided into three major parts. In
Sec. II A we analyze an established model [19,20] with linear
(nearest-neighbor only) spreading of H3K9me from a central
nucleation site. The possibility of long-range nucleation or
long-range positive feedback explored in Refs. [21,22] is
also investigated. In all cases, these models assume that the
silencing mark only spread via a read-write mechanism and
cannot be deposited directly outside nucleation sites. Here
we relax this constraint and allow some direct methylation
modifications also outside the nucleation region, a process
also suggested by the two-state model in Ref. [29]. We
demonstrate that noise in the form of direct H3K9me rates
outside the nucleation site strongly decreases confinement.
Moreover, we find that additional intermediate states increase
robustness against such modifications. These investigations
go beyond Ref. [29].

Section II B examines the role of intermediate states in
another context—namely in model structures that are inher-
ently bistable due to the presence of long-range interactions
and cooperativity. We find that for the same parameter values,
more intermediate states increase the two-state behavior—
time spent in stably silent and stably active chromatin states
as opposed to a mixture of silent and active states. That is, in
analogy to higher Hill coefficients in epigenetic switches [30],
more intermediate states increase the robustness of bistability
in the presence of a given noise level. Overall, our analysis
emphasizes that more intermediate states increase the resis-
tance to noise and enables a more expansive repertoire of
functionalities.

In Secs. II C–II E, we theoretically explore mechanisms
that allow small chromosomal regions to be both bistable and
confined. The proposed models are constrained by consis-
tency with previous models and experiments of more extended
parts of the genome [3–6]. Furthermore, a combination of
positive and one global negative feedback from the hete-
rochromatic state enable confinement of a silent or bistable
state even without local barriers. This allows us to compare to
recent experimental data [16] where a small heterochromatic
region becomes first bistable and then completely euchromatic
on successive weakening of surrounding nucleation sites of
heterochromatic nucleosomes.

II. RESULTS

A. Linear-spreading models need multiple recruitment
steps for intrinsic confinement

To examine the necessary conditions and properties of
confining histone modifications after being established, we
first looked at a well-established linear-spreading model of hi-
stone modifications [19,20] that enables intrinsic confinement.
The model is supported by the experimental observation that
H3K9me3 marks propagate gradually and symmetrically from
a nucleation center at a synthetically modified Oct4 locus of
pluripotent cells and fibroblasts. Nucleation occurs via HP1α

that is selectively recruited to the nucleation site on chemical
induction and that associates with H3K9me-specific histone
methyltransferases (HMTs) like SETDB1 and SUV39h1/2
[32–35]. These HMTs have read-write properties that enable
them to bind to H3K9-methylated nucleosomes (the same
modification that they catalyze) and to subsequently methylate
nearby nucleosomes via allosteric activation of their enzy-
matic domain [36,37]. Starting from unmodified nucleosomes
(H3K9un), this read-write mechanism creates positive feed-
back, resulting in a symmetric, linear propagation of H3K9me
marks from the nucleation site.

The model has only two parameters, the feedback rate k+
and the demethylation-rate k− (see Methods). For simplicity,
the nucleation rate is set to be the same as the feedback (k+).
The model is simulated for a total of 50 000 time steps on
a one-dimensional lattice with 257 sites (representing nucle-
osomes) starting from only H3K9un nucleosomes to ensure
that the system settles to a steady state. At each time step,
the central nucleosome and each nucleosome adjacent to an
already-methylated nucleosome are methylated with a prob-
ability of k+, and demethylation happens with a probability
of k− at every nucleosome in the system. The authors found
that the simulations create bell-shaped steady-state profiles of
H3K9me confined to a central region up to a ratio of k+

k− = 1.5
without requiring any explicit barriers or insulators. Confine-
ment is a consequence of relatively weak positive feedback.

The above model assumes that H3K9 methylation can only
occur directly via nucleation sites or by recruitment through
neighboring nucleosomes. However, while loss of methyl-
groups (H3K9me to H3K9un state transitions) can occur at
each nucleosome, direct methyl-group additions (H3K9un to
H3K9me) are assumed to be completely absent. As in Ref.
[29] we find this assumption overly idealized since the direct
collision of histones with HMTs and thus direct methylation at
each nucleosome is likely to still occur in addition to feedback
reactions, albeit possibly with a much lower probability. Thus
we first explore what effect a low rate of direct methyla-
tion (k+ direct) would have on the confinement of H3K9me
marks.

Figure 1 investigates steady-state profiles when direct
methylation reactions are 50 times less likely than demethy-
lation reactions [Fig. 1(b)]. The model has been simulated for
different k+

k−
values to obtain different steady-state methylation

profiles [Fig. 1(d)]. Figure 1(e) displays the basal height of
these profiles far from the peak as a function of k+

k−
. One sees

that the confinement is entirely lost, even for relatively small
values of k+

k−
(black line).

Subsequently, we wondered whether an additional interme-
diate state subject to feedback from H3K9me would rescue
intrinsic confinement even with the additional k+ direct re-
action. Including one additional recruitment step in the model
[Fig. 1(b)] results in perfect spatial confinement for k+

k−
up until

a value of ≈2.4 with a sharp transition at that value (blue line).
We also examined the width of the profiles at half-maximal
peak size and found that a broad bounded profile is possible
with the three-state model but not with the two-state model
(see Figs. 1(d) and S1 in the Supplemental Material [31]).

Additionally, two-state and three-state models with
local positive feedback and the additional property of
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(a)

(b) (c)

(d) (e) (f)

FIG. 1. An additional recruitment step from the H3K9me state increases the effectiveness of confinement in the presence of low direct
silencing rates. (a) Illustration of all possible interactions of the basic linear spreading model. (b) Schematic of a two-state model with local
positive feedback from H3K9me nucleosomes. (c) Schematic of a three-state model with local positive feedback from H3K9me nucleosomes.
In both models, direct nucleosome conversions from methylated (H3K9me) to unmodified (H3K9un) are fixed at a rate of k− = 0.05
conversion attempts per nucleosome per time step and direct nucleosome conversions in the opposite direction (H3K9me to H3K9un) are
fixed at a rate of 0.001 conversion attempts per nucleosome per time step. Gray arrows represent nucleation events, where only the central
nucleosome is attempted to be converted. For simplicity, feedbacks (curved dashed arrows) and nucleation events are attempted with the same
rate k+, whereas the value of k+ is varied in (e), resulting in a ratio k+

k− . [(d) and (f)] Example steady-state profiles showing the time-averaged
enrichment of H3K9me-modified nucleosomes resulting from simulations corresponding to the k+

k− values depicted by the curved arrows.
(e) Relationship of the height at peripheral position 20 as a function of k+

k− for the two-state and three-state models with fixed k+ = 0.001.
Black open circles indicate conditions with a peak width of 10 nucleosomes at half-maximal peak height. Black full circles mark conditions
with a width of 20 nucleosomes at half-peak height. See also Figs S1–S3 in the Supplemental Material [31].

long-range nucleation were tested. In these models, similarly
to Refs. [21,22], nucleosomes are attempted to be converted
at distance d with a probability of 1

d with distance d from
the central recruiting region or nucleosome but positive
feedback remains to occur only between nearest-neighboring
nucleosome. In this case, additional recruitment steps also
help confine methylated regions in the presence of small
direct demethylation and acetylation rates (see Fig. S3 in the
Supplemental Material [31]). Further, we tested a two-step
model with long-range positive feedback (where nucleosomes
interact with each other with probability 1

d , where d is the
distance between recruiting and substrate nucleosome) and
local nucleation (Figs. S2(e) and S2(f) in the Supplemental
Material [31]), confirming that this does not rescue confine-
ment. This is in agreement with Ref. [20], where it was shown

that positive feedback needs to occur primarily between
nearest neighbors for inherent confinement, even in the
overidealized case of no direct methylation outside nucleation
sites.

In all cases we conclude that multistep recruitment re-
actions vastly increase the model’s robustness against direct
methylation of nucleosomes, effectively enabling the con-
finement of histone modifications surrounding a nucleation
site.

So far, we only investigated spreading models, which
cannot reproduce the fact that some chromosomal regions ex-
hibit an all-or-none behavior, with rare but sudden transitions
between alternative epigenetic states [1–3,5,11,16]. Robust
bistability requires at least one nonlocal positive feedback
[38] and is further strengthened by positive feedback in both

013013-3



JAN FABIO NICKELS AND KIM SNEPPEN PRX LIFE 1, 013013 (2023)

directions. Here nonlocal feedback is mediated by read-write
enzymes that are able to bridge between nucleosomes that are
distant along the DNA. A crucial unresolved question is how
bistable chromosomal regions are intrinsically and robustly
confined, which we will now explore by combining local and
nonlocal reactions.

B. Multiple intermediate states increase robust epigenetics

Models often assume that nucleosomes can only adopt one
of two or three states [19–21]. However, histone modifica-
tions often come in several degrees. For example, lysine 9
(H3K9me), lysine 36 (H3K36me), lysine 4 (H3K4me), and
lysine 27 (H3K27me) often show multiple methyl groups. The
read-write enzymes catalyzing the addition of these methyl
groups bind their substrate and modify nearby or distant nu-
cleosomes. PRC2, for example, binds to H3K27me3 histone
tails via its RBBP4/7 subunit and catalyzes mono-, di-, and
trimethylation of H3K27 on nearby nucleosomes (reviewed
in Ref. [39]). This sequential addition of methyl groups may
require subsequent independent binding and activity of the
read-write enzyme, creating the possibility for nonprocessive
multistep feedback. Indeed, Ref. [40] argues for such multi-
step recruitment of methylated marks in a model where the
opposing reactions are mediated by transcription.

Here we explore how multiple recruitment steps influence
the behavior of models that also allows for one or several
nonlocal feedback reactions. The global feedback will al-
low every nucleosome to modify independently on relative
positions while the local reactions are confined to nearest
neighbors only. Our explorations presented here extend the
previous analysis in Ref. [40].

We generically call the different nucleosome states A*,
A, U, S, and S*, representing different modifications and
modification degrees depending on the system in question. For
example, one can think of the S and S* states as representing
the PRC2-catalyzed H3K27me and H3K27me2/3 modifica-
tions and of the A* and A states as H3K4me and H3K4me2/3
modifications catalyzed by Trithorax [9]. Occasionally, we
call the group of A* and A nucleosomes active due to their
association with active gene expression states without making
any claims about a causal connection with transcription itself.
Conversely, we denote the combined group of S and S* states
as silent nucleosomes due to their correspondence with silent
gene expression states. The logic of several modification de-
grees can be extended to a seven-state model (see Fig. S4 in
the Supplemental Material [31])

Due to the increased number of states and reactions of dif-
ferent types (local and global positive feedback conversions),
the subsequent models are simulated by a Gillespie-type up-
date.

Figure 2 explores different models with the same relative
rate of spontaneous conversions and all implemented
on a L = 10 system that is perfectly isolated from its
surroundings. The type of positive feedback reactions
is either global (occurring at long-range independent of
position), shown with full arrows, or local (occurring only
between neighbor nucleosomes), shown with dashed arrows.
We performed the simulation at a relatively high fraction
of spontaneous conversion attempts (30%) compared to

actual positive feedback reaction attempts (see Methods for
simulation details). The degree of bimodality is quantified
through the normalized variance sampled over a very long
simulation,

Vnorm = var(center)

len2

where var is the variance of the state variables in a system
with len = 10 the number of nucleosomes. The A state is
assigned a value of −1, and the silenced state (S*) is assigned
a value of +1. In Fig. 2, center = 10 is also the number
of nucleosomes. The term “center” is used because later
explorations consider the central subset of a larger system.

The normalized variance (Vnorm) is shown in the upper left
corner of each panel. The higher Vnorm, the lower the switching
rate between the two stable states. Here Vnorm has a maximum
of 100%, when the system spends an equal amount of time
in the maximally silent (Silent-Active = 10) and the max-
imally active (Silent-Active = −10) and a minimum when
the system spends all the time with a balanced mixture of
states (Silent-Active = 0). In that random case the Vnorm =
1/len = 0.1 as it reflects the variance of len = 10 independent
numbers each with variance 1. Generally, all three-state mod-
els [Figs. 2(a), 2(c), and 2(e)] are marginally bimodal with
a variance Vnorm ∼ 0.30–0.35 of its maximal possible value,
while the five-state models [Figs. 2(b), 2(d), and 2(f)] have
a substantially higher variance of 0.57–0.75, marking robust
bistability. One also notices weaker bistability for models with
local feedback reactions that attack states more locally in the
recruiting state space [Figs. 2(c) and 2(d)].

The results demonstrate that additional intermediate states
increase the robustness of bistability, even if only a small
subset of the feedback reactions are nonlocal Figs. 2(c)–2(f).
Moreover, the probability distributions and variances of five-
state and seven-state models are similar to three-state models
with a squared or cubed spontaneous conversion parameter β

(Fig. S4 in the Supplemental Material [31]).
The bimodality measure Vnorm is similar to three-state mod-

els with a spontaneous conversion rate β2 and a five-state
model with β, while a three-state model with β3 behaves as
a seven-state model with β (see Fig. S4 in the Supplemental
Material [31]). This is because each additional step between
extreme states involves one more factor

√
β. This rescaling

makes spontaneous transitions away from the minority state
increasingly unlikely with a larger number of steps, which
in turn causes the more stable bistability seen in Fig. 2 and
Fig. S4 in the Supplemental Material [31]. An increase in
overall robustness with an increased number of intermediate
states was also explored in two-, three- and four-state models
in Refs. [3,4,7]. The current investigation aims to systematize
this, emphasizing that even adding more local feedback steps
also substantially increases epigenetic memory. Altogether,
we predict that small patches of nucleosomes may realisti-
cally exhibit bistable and epigenetic memory in themselves,
provided that there are several intermediate states subject to
nonlocal positive feedback. And this may be true even if only
a small subset of the read-write recruitment reactions reaches
beyond the nearest neighbor.
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FIG. 2. Additional recruitment steps in models with nonlocal interactions and positive feedback from both sides (A/A* state and S/S*
state) increases robust bistability. (a) The behavior of the classical three-state model with only global recruitment (solid arrow). At each
update step, all recruitment types occur with equal probabilities of 1

total_rate and all spontaneous conversion attempts occur with a probability of
0.3

total_rate (30% of the rate of recruitment attempts) where total_rate = ∑
Xn and n is the number of reactions. [(c) and (e)] As in (a) but with a

combination of local and nonlocal recruitment. Dashed lines denote reactions that only occur between neighbor nucleosomes. Three versions
of three-state models (left panels) result in similar probability distributions with comparable variances (Vnorm) in the number of silent-active
nucleosomes. The analogous five-state models [(b), (d), and (f)] have a much higher value of Vnorm, approaching the maximum bistability of
Vnorm= 1 for the L = 10 nucleosome system. See also Fig. S4 in the Supplemental Material [31].

C. Combined global negative and positive
feedback enables localized epigenetics

Multiple positive feedback loops are necessary for the
maintenance of alternative epigenetic states. However, what
prevents a winning state from expanding across the entire
genome has remained a puzzle. In the winner-takes-all dy-
namics the confinement of epigenetically stable states requires
additional mechanisms that prevent unlimited spreading [7].

Naturally, confinement may be associated to heterochro-
matic boundaries. For example, in fission yeast, it has been
shown that Epe1, a putative histone demethylase, is crucial
for proper functioning of heterochromatic boundaries [17].
Interestingly, Epe1 is recruited by Swi6, a reader of the het-
erochromatic state, and ChIP-seq profiles show that Epe1 is
enriched explicitly in heterochromatin. Moreover, Ref. [52]
has shown that Epe1 associates with the SAGA-complex that
contains several histone acetylases (HATs).

Could models augmented with negative feedback from the
silent nucleosome state enable the localization of bistable het-
erochromatic regions? To answer this question, we explored
four-state models with one negative feedback reaction medi-
ated by the S* state.

After examining models with distance-independent global
feedback (see Figs. S6 and S7 in the Supplemental Material
[31]) that enables localized bistability but were fragile and
sensitive to system size, we used distance-dependent global
feedback in simulations where nucleosomes interact with a
probability that decreases as 1

d with increased distance d
between nucleosomes. The observation that contact probabili-
ties between nucleosomes decrease as a power law ( 1

d ) with
distance d between nucleosomes [55] justifies this choice.
The model is based on many known interactions between
modified nucleosomes and read-write enzymes [Fig. 3(a)] (see
Fig. 5 in the Supplemental Material [31] for a description
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FIG. 3. Parameter scanning of models. (a) Four-state model structure based on known interactions between read-write enzymes and the
modifications they read and write (see Fig. S5 in the Supplemental Material [31] for more details and Refs. [32,36,41–54]). (b) Bistability
criterion and barrier measure. (c) Schematic of the system. Simulations considered a 40-nucleosome system without barriers and with two
silencers. Figures 2(d)–2(f) and 2(j)–2(l) illustrate the used models. Straight, bold lines mark 1/d distance-dependent global feedback, while
dashed lines mark local reactions. All local feedback rates are set to a value of 1 and all spontaneous conversion rates to a value of 0.05. The
global feedback parameters X and Y were varied in scans (g)–(i) and (m)–(o). All models can exhibit localized bistability. Models (g) and (m)
are the most robust as they predict most working parameters. See also the Supplemental Material [31] with Figures S6–S9. Figure S8 illustrates
a case of confined bistability
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and references). We posit that a subset of the enzymes could
make use of the looping, while others might act only between
neighboring nucleosomes.

The geometry of our model system is shown in Fig. 3(c),
with a center region of 10 nucleosomes bounded by two
silencers marked with yellow. These silencers are modeled
as nucleosomes with a particularly high rate of spontaneous
conversions to the S∗ state. The region is embedded in a much
larger system of in total 40 nucleosomes.

The degree of localization of the modification state is quan-
tified by

loc = mean(center) − mean(periphery).

Here the “center” is the difference between silent and active
states for the six central nucleosomes located within the two
nucleation sites. The “periphery” is the difference between
silent and active states of the six rightmost nucleosomes in
Fig. 3(c). The “mean” refers to a time average taken over a
very long simulation.

The localization measure ranges between 0 (minimum) and
12 (maximum). However, since we are interested in localized
bistability, a value of loc = 6 is already extremely high. Thus,
the loc measure has values of 1, 2, 3, or 4 with larger loc
indicating more effective confinement of the central region
state from the outside regions. Additionally, we demanded
that Vnorm for the center be larger than 0.5 to count a parameter
set as bistable [Fig. 3(b)]. This approximately corresponds to
a distribution like the one seen in Fig. 2(d).

We did extensive parameter scanning of several model
versions with one distance-dependent global negative and one
distance-dependent global positive feedback, respectively. In
each case, we tested for parameter values that provide confine-
ment and bistability Figs. 3(d)–3(o). All tested models show
regions of simultaneous confinement and bistability. However,
the most robust models, in terms of the largest overlapping pa-
rameter space that enables localized bistability, were models
with S*-mediated distance-dependent global S-to-S∗ transi-
tions [Fig. 3(d) and 3(j)].

Figure 4 shows simulation results of the same model as in
Fig. 3(j) but with with a system size of L = 80 nucleosomes
instead of L = 40 nucleosomes. This figure illustrates that the
model with depicted parameter values [Fig. 4(b)] provides
balanced prolonged active and silenced states between two
silencers for several generations and stochastic switches
between both metastable states. This results in a relatively
high normalized variance Vnorm of 0.68 and a mean around
zero, as well as a low peripheral Vnorm of 0.03 and a low mean
of −5.5 [Fig. 4(b)]. Stochastic switches between stably active
and silent states happen because the random appearance of
A nucleosomes within the silencers may amplify themselves
through local positive feedback, leading to a switch to an
active region state that is only exposed to deacetylation
from S∗ nucleosomes on its periphery. On the other hand,
when the region between the silencers is in the active state,
randomly appearing S∗ nucleosomes can result in switches
from active to silent region states. Moreover, Figs S8 in the
Supplemental Material [31] shows that this motif can sustain
robust localized bistability despite regular disruptions caused
by DNA replication.

Altogether, we find that four-state models with com-
bined global negative and positive feedback enable localized
bistable regions surrounded by euchromatin. Furthermore,
this sharp separation between silenced and active regions of
the genome did not need explicit barriers but instead required
silencers in the form of strongly bound transcription factors.

In Ref. [40], transcription has been suggested to act as
a global positive feedback from the active side. Thereby,
the elongation of RNA polymerases on gene bodies may
contribute to the confinement of some bistable regions. Our
present analysis suggests another localization mechanism,
using instead local positive feedback from active nucleosomes
combined with longer-range negative feedback from silent
states.

D. Global negative feedback and shape
of noncentromeric H3K9me-profiles

Since many noncentromeric H3K9me3 domains in mam-
malian cells and heterochromatic islands in fission yeast have
ChIP-seq profiles with localized peaks and soft borders [17],
we asked whether our model can recapitulate these features.
In Figs. 1 and Figs. S1–S3 in the Supplemental Material [31]
we discuss the classical model for this phenomenon [19],
pinpointing its weaknesses and a possible repair in terms of
multistep recruitment processes. Here we suggest a scenario
that is also robust to long-range positive feedback around the
central inducing recruiting silencer and a relatively high de-
gree of direct conversion attempts (5% of feedback attempts).

Figure 5 revisits the dynamics of the model from Fig. 4
and demonstrates that localized peaks of modifications can
also be supported by increasing the strength of a long-range
negative feedback. This allows for a localized methylation
profile even in the presence of long-range positive feedback
and high direct conversion rates (of 5% of recruitment rates).
Figures 5(d)–5(f) illustrate that spatiotemporal fluctuations
are large and persistent in time. Thus through the regulation of
nucleosome modifications, we predict substantial cell-to-cell
variations in gene expression [56] for promoters at moderate
distance to such nucleation sites and levels of produced pro-
teins [57]. We speculate that indirect gene regulation through
epigenetic histone marks may provide yet another path to
bursty gene regulation, beyond effects from persistent super-
coiling variations [58,59] or strongly binding transcription
factors [57,60].

E. Comparison with experimental data

Consistent with our analysis, Epe1 is recruited by Swi6 and
is enriched at heterochromatic domains like the mating-type
locus, peri-centromeres, and telomers, as well as heterochro-
matic islands [17,51]. More broadly, our model structure is
consistent with known properties of read-write enzymes like
positive feedback due to binding to nucleosomes modified
with their substrate and subsequent allosteric activation of
their catalytic activity leading to modifications of nearby nu-
cleosomes (see Fig. S5 in the Supplemental Material [31]).
Additionally, our modeling is consistent with the typical size
of heterochromatic islands (around 3 kb) [51] and might
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(a)

(c)

(f)

(g) (h)

(d) (e)

(b)

FIG. 4. Localization and bistability within two silencers using 1/d distance-dependent global negative and positive feedback shown in (b).
(a) Example time-space plot of the model configurated as shown in (b) and corresponding steady-state enrichment profiles of S* nucleosomes
(c). (d) Bi-modal distribution of nucleosome states within the two silencers. (e) Distribution of states outside the silencers. (f) The active
global feedback and dominating local recruitment reactions (← or →) in silenced (left) respective active state (right). Panel (g) combined
with (f) illustrates how S* changes StoU on just outside the silencers where U is present. This in turn allows further recruitment to an A state
by a neighboring A (blue). As a result, the silenced region represses its own spreading. Panel (h) [with (f)] shows a dominating A state that
maintains itself by local recruitments (blue ←). See also Fig. S10 in the Supplemental Material [31], which includes cell divisions.

explain why almost all of the S. pombe genome is enriched
with acetylated histone modifications (euchromatin) [46,61].

Another experimental finding that agrees with our anal-
ysis is the ectopic spreading of heterochromatin in Epe1
deletion strains [70], as well as the expansion of het-
erochromatin at heterochromatic islands and the appear-
ance of entirely new heterochromatic islands on Epe1
deletion [51].

An interesting observation of our modeling is that it can
produce occasional ectopic spreading outside the confined
region. This might explain the so-called position effect var-
iegation, the spontaneous and stochastic silencing of genes
incorporated into genomic loci close to heterochromatic re-
gions [22,71,72].

Although bistable chromatin has been observed at the
shortened mating-type region in S. pombe �K strains, direct
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(a) (b) (c)

(d) (e) (f)

FIG. 5. Model from Fig. 4 but applied to a system with only one central nucleating site. One sees that such a system shows confinement
when negative global feedback Y is large enough. This illustrates that observed nucleosome state profiles [19] can be obtained even in the
presence of substantial nonrecruited conversions and long-range positive feedback. See also Fig. S11 in the Supplemental Material [31].

evidence for bistability of small regions in S. pombe is still
missing. However, direct evidence for the bistability of small
(2–4 kB) chromosomal regions exists in other organisms like
budding yeast [16] or A. thaliana [11]. Our model predicts that
suitable nucleation sites (around 10–15 nucleosomes) might
generate bistable chromatic states in the encapsulated area
when positioned close to each other. In the future, it will be
interesting to test this hypothesis experimentally in S. pombe
by, e.g., creating an artificial locus with nucleation sites like
the Atf1 binding site within the mating-type locus or different
nucleation sites of heterochromatic islands.

Finally, epigenetic inheritance in bistable epigenetic re-
gions often requires silencers or other protein-based memory
elements [12,16,73] in addition to positive feedback. Interest-
ingly, a recent study in budding yeast in Ref. [16] showed
that the degree of bistability depends on both the degree of
nucleation at silencers and positive feedback via recruited
nucleosome conversions. In that study, the degree of nucle-
ation at silencers has been modulated by deletions of several
proteins that bind to the silencers E and I of the HMRα

locus and which recruit the SIR complex [Fig. 6(b)]. The
SIR complex consists of three subunits, SIR3, SIR4, and
the histone-deacetylase SIR2. In budding yeast, the hete-
rochromatic state (S∗) is characterized by a deacetylated and
SIR-bound nucleosome state. Specifically, silencing occurs
due to the recruitment of the SIR complex via nucleo-
somes that do not carry any active modifications (specifically
H3K79me and H4K16ac) and subsequent deacetylation of

nearby nucleosomes [74] (see Fig. S12(b) and S12(c) in the
Supplemental Material [31]).

We tested our model against the findings of the above
results [16]. To do this, we first identified parameters that
predicted the whole region within both silencers to be almost
entirely silenced while leaving the region outside the silencers
active [Fig. 6(a)]. Subsequently, we weakened the nucleation
strength (see Fig. 6 and Fig. S12 in the Supplemental Material
[31]). In agreement with the experimental results in Ref. [16]
[Fig. 6(d)], we found that the nucleation strength indeed de-
termines the steady-state profiles of SIR4-bound nucleosome
enrichment and the degree of bistability within the silencers
(Fig. 6(c) and Fig. S12 in the Supplemental Material [31]).

Interestingly, mechanistic crosstalk between different types
of active modifications and their read-write enzymes has been
recently elucidated [68,69]. This crosstalk suggests multistep
positive feedback processes from active and silent nucleo-
somes (see Fig. S12(b) in the Supplemental Material [31]).
However, negative feedback remains to be shown in budding
yeast. Our analysis suggests that one should search for addi-
tional read-write enzymes in this organism. Notice also that
there are sharper boundaries between SIR4-enriched nucle-
osomes in experiments compared to simulations [Figs. 6(c)
and 6(d)]. A simple extension of our model with an addi-
tional nucleation of active modifications close to the silencers
but outside the HMRα region enables sharper boundaries in
simulation due to synergy with the nucleation of silent nu-
cleosomes at the silencers (see Fig. S12 in the Supplemental
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(a) (b)

(c) (d)

FIG. 6. Comparison of steady-state profiles and experimental ChIP-seq reads in S. cerevisiae. (a) Same model as in Figs. 4 and 5 but with
fixed S*-mediated negative feedback and variable recruitment strength at the silencers (SIR = Z). Nucleation happens via local recruitment of
the SIR complex to the silencers (see text and Fig. S12 in the Supplemental Material [31]). (b) Schematics adopted from Ref. [16] showing
the different proteins involved in the recruitment of the SIR complex to the silencers. (c) Steady-state profile of time-averaged S*-nucleosome
enrichment from simulations of the model and parameter values shown in (a) and with different degrees of direct SIR recruitment (SIR) at
both silencers. Panel (d) is adapted from Ref. [16], showing ChIP-Seq profiles of Sir4-myc enrichment on the HMRα::GFP locus of different
S. cerevisiae mutant strains where different combinations of boundary elements have been mutated. See Fig. S12 in the Supplemental Material
[31] for more details and Refs. [16,62–69].

Material [31]). This is in line with the observation that active
promoters close to the E and I silencers help prevent the
ectopic spreading of Sir4 [75] to the surrounding euchromatic
regions.

Overall, our theoretical analysis suggests that negative
feedback could play a role in creating heterochromatic bound-
aries at the HMRα locus. It will be interesting to see whether
such negative feedback exists as a part of a mechanism to
prevent ectopic propagation of the SIR complex or whether
boundaries in this organism rely on different mechanisms.

III. DISCUSSION

Localization phenomena are found across the natural sci-
ences, from geology to physics and to life. In biology, it
is associated with the specific control of or competition
between the many diverse life processes. Within gene regu-
lation, one may well argue that epigenetics in trans works
so well by diffusive recruitment of regulators to promoters
[76] that there is no need at all to bother about the more
localized epigenetics in cis that may be provided through
nucleosomes [77]. However, specificity and the ability to store
the memory of cellular states locally on the genome will
add another layer of regulation and increase the number of
different states that a cell could take. For example, it allows
the observed differentiation into hundreds of different olfac-
toric neuronal cells by using local positive feedback provided
by nucleosomes read-write enzymes [78,79]. Furthermore,
the spreading of histone marks from DNA-bound transcrip-
tion factors may well facilitate the regulation of promoters,

thus combining the best of the cis and the trans modes of
regulation [38,80,81].

The current paper explored the ability to localize epigenetic
marks around an inducing factor, for example, a silencer or
a transcription factor. Across the genome, the main effect of
nucleosome modifications is to maintain an externally regu-
lated state in a 5- to 20-nucleosome region surrounding typical
promoters. See Ref. [82] for a review that points out that
histone modifications can be either a cause or consequence of
genome function depending on the context. A simple setup of
this type was provided by the one-step model [Fig. 1(a)] where
one modification type is allowed to propagate between neigh-
bors by locally acting read-write enzymes [19,20] (Figs. 1,
S1, and S2) or via long-range positive feedback [21,22]. With
the additional assumption of the complete absence of non-
recruited conversions (like direct methylation), these models
reproduce the observed localization of modifications with a
spatial extension given by a ratio of spreading rate to decay
rate for the modification in question. However, in a more
realistic setting, each nucleosome is expected to be also mod-
ified by enzymes that are not associated with the particular
region of interest or that directly bind and modify nucleo-
somes without being bound and activated by another nearby
nucleosome. This direct methylation rate breaks the confine-
ment and leads to varying degrees of unbounded escape from
the region of interest (see Figs. 1 and Figs. S1 and S2(d) in
the Supplemental Material [31]). One obtains a much more
robust local spreading when one considers that nucleosomes
in opposing epigenetic states are separated by more than one
enzymatic reaction in the nucleosome state space. Just adding
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one intermediate state, we find a finite threshold against direct
conversions (see Figs. 1 and S1 and S2(g) and S2(h) in the
Supplemental Material [31]). Figure 5 further demonstrates
that possible negative feedback allows for localization even
in the presence of long-range positive feedback. Noticeably,
this mechanism works without limitations of enzymes relative
to the substrate, which have been proposed as a possible
confinement strategy on larger scales [7,22,25,26,83].

The remaining part of the paper focuses on metastable
epigenetic states of systems of nucleosomes as seen in many
real-world situations, from mating-type regions in yeast [1,2],
over the memory of winter (vernalization) in plants [11] to
the multiple states of olfactoric neurons in mammals [78].
We found that multistep separation of silenced and active nu-
cleosome states with long-range positive feedback also opens
for robust bistability [3], detailed further in Figs. 2–4. In this
part of our analysis, the chromosomal region of concern is
assumed to be perfectly isolated from its surroundings. We
next asked how the winning epigenetic state is prevented
from spreading across the chromosome. Such localization is
difficult to obtain with only positive feedback, as it typically
favors a runaway effect along the genome. This runaway effect
is especially the case if we accept that some of the recruitment
processes have to act nonlocally along the genome [3], and
thereby bypass even quite broad barriers as explored in the
3D simulations in Ref. [24]. Perhaps more promising was the
3D simulation [23] where the spreading of locally dominat-
ing states was limited by externally imposed boundaries that
favored the antagonistic state.

Combining positive and negative feedback is common in
biology. In confinement and associated pattern formation, it
has been suggested that Turing mechanisms play a role in
the development of some organs [84,85]. Also, one has a
Turing-like combination of local acting positive with more
global negative feedback [78] acting through AdCy3 and
LSD1 downregulation [79]. This mechanism allows the cell to
select one and only one expressed olfactoric receptor protein.

Here we considered combined feedback of read-write
enzymes between some fixed inducers or barriers on the
chromosome. We found that such feedback could provide
localized bistable regions, provided that the negative feedback
was long range. Noticeably, there is a candidate for negative
feedback using Epe1 along the H3K9 modification axis in S.
pombe. Currently, there is literature support for both indirect
acetylase activity (as in Figs. 3(d)–3(f) and Figs. S6. (h) and
S6(j), S7 and S8 in the Supplemental Material [31]) and a
direct demethylase activity (as in Figs. 3(j)–3(l), Figs. 4–6 and
Fig. S6(d) and S6(f) in the Supplemental Material [31]) Our
analysis makes both scenarios workable.

A sampling of model variations suggests a need for long-
range enzymatic conversions for both positive and negative
feedback. In our sampling, we fixed parameters associated
with direct conversions and local feedback reactions while
varying the global feedback rates. These limitations on a
more exhaustive parameter search were set by computational
power, given the rather large number of reactions and
unknown parameters. In agreement with [4–6] our exploration
identified a persistent need for both global and local positive
feedback. We here further found that localized bistability
was easier to obtain when the global positive feedback

reaction was acting closer to S∗ than the global negative
feedback reaction [Figs. 3(d) and 3(j)]. This translates into
spatial recruitment reactions with negative feedback that
acts at substantial distances from the silenced region [see
Fig. 4(g)], thereby helping to maintain the active state in the
surroundings.

Interestingly, recent evidence suggests that liquid-liquid
droplet formation (phase separation) via Swi6HP1 might
contribute to the formation of heterochromatin under cer-
tain conditions [86,87]. This was modeled in the whole-
chromosome-scale model in Ref. [26] assuming that HP1 was
recruited by heterochromatin, which subsequently condensed
to higher density with stronger HP1-mediated read-write
activity between linearly distant nucleosomes [88]. Such sepa-
ration might contribute to the confinement of heterochromatic
regions, potentially in synergy with nonlocal negative feed-
back, as suggested in this paper. However, whether phase
separation contributes to heterochromatin formation and/or
maintenance is still controversial [89]. It is also unclear how
the eventual droplets would maintain a specific size needed
for confined but long-term heterochromatic silencing.

IV. CONCLUSION

Overall, our theoretical findings can be summarized as
follows:

(i) Nonprocessive recruitment of read-write enzymes via
eu- and heterochromatic nucleosomes and subsequent con-
version of neighboring nucleosome states (multistep positive
feedback) allows for increasingly robust confinement in linear
spreading models.

(ii) Multistep positive feedback increases the bistability
and robustness of models, even if only one positive feedback
reaction occurs at long range.

(iii) Long-range negative feedback enables confinement in
models with at least one long-range positive feedback reac-
tion.

(iv) Distance dependence on nonlocal recruitment pro-
cesses significantly increases the robustness of confinement.

(v) Multistep processes agree with observations of mod-
ification profiles and allow for controlled bistability through
changed nucleation strength.

We particularly highlight the new suggestion that localized
silencing or bistability could be obtained by supplementing
positive feedback with a single negative feedback. Negative
feedback with relatively strong activity directed from the in-
side to the outside of the silenced region. Candidates for such
enzyme activities could be Epe1 or Mst2.

V. METHODS

A. Basic algorithm of purely local two-state
models [Figs. 1(b), S1, and S2]

To ensure comparability with the model introduced in
Ref. [19], we used a stochastic simulation algorithm (SSA)
to simulate the models presented in Figs. 1, S1, and S2. We
simulated the model on a one-dimensional lattice with 257
sites, each representing a nucleosome that can be in one of
two states, H3K9un or H3K9me. Simulations were performed
for 50,000 update steps, starting from all nucleosomes in
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the H3K9un state, to ensure that the system has reached
steady state.

The steady-state profiles show the time-averaged pro-
portion of H3K9me nucleosomes at each lattice site. A
nucleation reaction, a propagation reaction, a demethylation
reaction (H3K9me to H3K9un) and a direct methylation re-
action (H3K9un to H3K9me) is executed at each update
step. Both nucleation and propagation reactions happen with
a rate of k+. Demethylation reactions are fixed at a rate
of k− = 0.05 and direct methylation reactions are fixed
at k + direct = 0.001.

For the nucleation reaction, only the central nucleosome
is attempted to be methylated, whereas the propagation re-
action attempts to methylate every nucleosome that is the
nearest neighbor of an already-methylated nucleosome at
each update step. A turnover reaction (direct methylation or
demethylation) consists of a specific direct conversion of each
nucleosome in the system with the above-specified rate.

B. Basic algorithm of purely local three-state
models [Figs. 1(c), S1, and S2]

The three-state model version [Fig. 1(c)] is simulated sim-
ilarly to the two-state model but with an additional H3Kac
state so that each nucleosome now exists in one of three states
at each step. Simulations were performed for 100,000 update
steps starting from all nucleosomes being in the H3Kac state.
Also, there are now double as many different reactions. A
nucleation reaction, two propagation reactions, and four direct
modification attempts (acetylation (H3K9un to H3Kac) and a
deacetylation reaction (H3Kac to H3K9un) in addition to the
demethylation and direct methylation reaction of the two-state
model) are executed at each update step. Both nucleation and
propagation reactions happen with a rate of k+. A nucleation
reaction consists of an attempt to directly convert the central
nucleosome to the H3K9me state. For the feedback acting on
H3K9un nucleosomes, all H3K9un nucleosomes that are the
nearest neighbor of an H3K9me nucleosome are attempted to
be converted to an H3K9me nucleosome. In the case of feed-
back acting on H3Kac nucleosomes, all H3Kac nucleosomes
neighboring H3K9me nucleosomes are identified followed by
a conversion attempt to an H3K9un nucleosome. Direct mod-
ifications are either fixed at a rate of k− = 0.05 if the direct
transition is towards an active state (H3K9me to K3K9un
or K3K9un to H3Kac) or at k + direct = 0.001 if the direct
transition is towards a silent state (direct deacetylation or
direct methylation). A turnover reaction consists of a specific
direct conversion of each nucleosome in the system with the
above-specified rate.

C. Basic algorithm

For all simulations that are not purely local as described
above, the system is simulated as an agent-based model on a
one-dimensional lattice with N = 10 sites (Fig. 2), N = 40
sites (Fig. 3), or N = 80 sites (Figs. 4–6), each representing a
nucleosome that can be in one of several states. Nucleosome
states are changed through different conversion types (events)
that are selected based on an event-driven Gillespie algorithm.
Subsequent decision on whether an event actually can occur

between the chosen nucleosomes makes the simulation a hy-
brid algorithm where actual changes occur with rates that are
smaller than the assigned rates in the Gillespie event selection.

Each event is one of n reaction types 1, 2, . . . n, and each
event type is a spontaneous conversion, a recruited conver-
sion, or a nucleation attempt. Reaction rates are defined as
the average number of conversion attempts per nucleosome
per time step. In Fig. S10 in the Supplemental Material [31],
we simulated DNA replication by replacing each nucleosome
in the system with U nucleosomes with 50% probability in
regular intervals of 20 time steps. This introduces a timescale
to our simulations. For example, in a cell that divides every
20 h, a time step would correspond to 1 h.

First, all rate constants are stored in a list (rates =
[X1, X2, . . . , Xn]), and a vector containing the cumulative
sums of the rate constants ordered as in the rates list is created
(cumrates = [X1, X1 + X2, ..., X1 + X2 + · · · + Xn]). Then,
for each update step, a random number (rand) uniformly
distributed between 0 and the sum of all rate constants
(totalrate = ∑n

i=1 Xi) is generated. The first index k where
cumrates(k) is larger than rand · totalrate determines the
event that is executed. The absolute time is increased by
generating another random number (rand1) and calculating
τ = −ln(rand1) 1

total_rate .
If a spontaneous conversion is attempted, then a random

nucleosome in the system is chosen, and a state change is
attempted accordingly (e.g., if a U-to-S conversion is at-
tempted, a state change from U to S only happens if a U is
selected).

In case of a recruited conversion, two nucleosomes (nuc1 =
recruiting nucleosome and nuc2 = substrate nucleosome) are
chosen and a state change happens if nuc1 and nuc2 are com-
patible with the chosen recruited reaction and then conversion
is attempted. For example, if an S-nucleosome-mediated A-to-
U transition [reaction S(A to U)] is chosen, then nuc2 changes
its state from A to U if and only if only nuc1 is in the S state
and nuc2 is in the A state).

Nucleation attempts are similar to spontaneous conversion,
with the exception that a successful attempt requires the cor-
rect position in addition to the nucleosome being in the correct
state (e.g., if the nucleation site is at position 40 and an UtoS
nucleation is attempted, a state change from U to S only
happens if nucleosome at position 40 is chosen and if it is
in the U state).

It is important to note that rates are here defined as
conversion attempts per nucleosome per time step, which
is very different from successful conversions per time step
that occur much more rarely and depend on the state of the
system. For example, extensive model simulations (253 800
time steps), using the parameter values shown in Fig. 4,
resulted in 2 413 353 successful feedback attempts of all pos-
sible feedback reactions (about 2.5 per generation). Similarly,
there are 1 073 188 successful direct conversions of all po-
tential direct conversion reactions (about 1 per generation
per nucleosome). On average, each time step comprises ap-
proximately 9.5 successful feedback attempts and about 4.25
successful direct conversion attempts in the 80-nucleosome
system. Consequently, the overall feedback-to-noise ra-
tio is approximately 2.24, without considering nucleation
attempts.

013013-12



CONFINEMENT MECHANISMS FOR EPIGENETIC … PRX LIFE 1, 013013 (2023)

TABLE I. Reactions and reaction propensities with A = ∑N
i=1 Ai, U = ∑N

i=1 Ui, S = ∑N
i=1 Si, and Ai, Ui Si ∈ {0, 1}

Reaction key Reaction Reaction propensity

A
HDAC−−−→ U H3Kac

HDAC−−−→ H3K9un c1A

U
HAT−−→ A H3K9un

HAT−−→ H3Kac c2U

U
HMT−−→ S H3K9un

HMT−−→ H3K9me c3U

S
HDM−−→ U H3K9me

HDM−−→H3K9un c4S

A
HDAC−−−→

S
U H3Kac

HDAC−−−−→
H3K9me

H3K9un c5SA

U
HAT−−→

A
A H3K9un

HAT−−−→
H3Kac

H3Kac c6
∑N

i=1 Ai
Ui−1+Ui+1

2

U
HMT−−→

S
S H3K9un

HMT−−−−→
H3K9me

H3K9me c7
∑N

i=1 Si
Ui−1+Ui+1

2

S
HDM−−→

A
U H3K9me

HDM−−−→
H3Kac

H3K9un c8AS

D. Local and global recruitment

In case the chosen event is local recruitment, nuc1 is cho-
sen randomly and a neighboring nucleosome nuc2 is chosen
as the left or right neighbor with equal probability. For a
distance-independent global reaction, nuc1 and nuc2 are cho-
sen randomly with nuc1 �= nuc2. A distance-dependent global
reaction is executed by choosing nuc1 randomly and nuc2
at distance d = |pos(nuc1) − pos(nuc2)| with probability 1

d
(to the left or to the right of nuc1 with equal probability).
A successful move requires nuc2 and nuc1 to be inside the
region. When d is chosen, such that nuc2 is selected to be
outside the region, nothing happens. To secure convergence,
we select distance d within an interval that is at max the length
of the simulated region.

E. Barriers

A barrier is implemented as a nucleosome in a permanent
state (T state) that is not receptive to any involved mod-
ifications. An example could be that this position on the
genome is bound by a specific transcription factorlike, e.g.,
CTCF.

F. Reaction propensities

Table I shows the reaction propensities of the model shown
in Fig. 2(c) to illustrate the algorithm on an example.

G. Generations and DNA replication

We defined a generation to consist of 20 time steps as done
in previous models [9]. The number of conversion attempts is
on a similar scale as in Refs. [4,5] and our results are robust
to an increase in cell generation but sensitive to the ratio of
recruitment to direct conversions. We investigated the effect
of DNA replication on localized bistability by simulating a
state change of each nucleosome in the system to a U state
with a 50% probability after each generation (see Fig. S10 in
the Supplemental Material [31]).

H. Analysis

We generated the probability distributions in Fig. 2 and
Fig. S3 in the Supplemental Material [31] from long simu-
lations (109 update steps) starting from all nucleosomes in the
U state. After each update step, the number of silent (S and
S∗) and active (A and A∗) are counted and used for calculat-
ing the time-averaged probability distribution of silent-active
nucleosomes.

Figure 4 and Fig. S7 in the Supplemental Material [31]
show histograms of a bigger system subset of six respective
nucleosomes. We simulated the system for 20 000 generations
(about 109 update steps) and recorded the state of each nucle-
osome after each generation to generate these time-averaged
distributions of states.

In the parameter-space plots (Fig. 3 and Figs. S6, S7, and
S9 in the Supplemental Material [31]) two parameters are
varied while fixing the remaining ones. For each parameter
set, we run the simulations of 40 nucleosome systems for 108

update steps and test the system’s properties. First, we high-
light situations where the system exhibits bistability (orange);
second, we grade the extent to which the system’s interior
differs from its exterior. Here the interior is defined within
the silencing factors, while nucleosomes outside the barrier
elements define the exterior.

Occasionally we illustrate the dynamics as space-time
plots, displaying all nucleosomes in the system at several
discrete time points. These plots allow us to present situations
with qualitative differences between the dynamics in regions
of the examined system. The time span we show is typically
quite long, e.g., in Fig. 5 we show a time equivalent to 1000
generations.
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